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Abstract—Because the existing attribute reduction 
algorithms based on rough set theory and genetic algorithm 
have the main problems: the complexity in calculating 
fitness function and slow speed in convergence. An attribute 
reduction algorithm based on rough set theory and an 
improved genetic algorithm is proposed in this paper. In 
order to simplify the calculation of fitness function under 
the condition of keeping the algorithm correct, the relative 
importance of chromosome is used to define the fitness 
function. Beyond that, by introducing the core attributes 
into the initial population and using an improved mutation 
operator, the algorithm can not only maintain the feature of 
whole optimization, but also have a quicker convergence 
speed. The experimental results show that the algorithm can 
obtain the optimal attribute reduction set of information 
system quickly and efficiently. 
 
Index Terms—rough set theory, relative attribute 
importance, genetic algorithm, relative importance of 
chromosome 
 

I.  INTRODUCTION 

Rough set theory was proposed by Professor Pawlak in 
1982, who worked in Warsaw University of Poland, it is 
a mathematical tool to deal with imprecise and 
incomplete knowledge [1]. Its main idea is to use the 
knowledge that has been mastered to infer the fuzzy or 
uncertain knowledge with a certain algorithm. It has the 
following characteristics [2,3]: 
(1) When carry out data analysis with rough set theory, 

we just need the information provided by the data 
itself, without needing any extra knowledge. 
Although fuzzy set theory, evidence theory and 
probability statistics method can also be used to deal 

with uncertain and incomplete information, but they  
all need some additional knowledge, while these 
extra information is often uneasy to get. Compared to 
these theories, the biggest characteristic of rough set 
theory is that it does not need to provide additional 
information but the data themselves when solve a 
problem. Thus, the analysis of the data based on the 
rough set theory is more objective, simple and 
practical. 

(2) It is a powerful tool for data analysis and can be used 
to carry out analysis on the past data to help make a  
decision in the future. 

(3) It can be used to deal with all kinds of irregular data, 
including the incomplete data and uncertain data. 

(4) It can be used for data preprocessing, including fill up 
missing data, discretize continuous data, attribute 
reduction and extract rules from decision table, etc.  

(5) It can be used to identify and evaluate dependencies  
among the data and reveal simple patterns of some 
concepts. Rough set theory becomes an indispensable 
tool in the field of data mining.  

It develops quickly in a short time after being founded, 
at present, it has been used widely in the fields, such as: 
expert system, artificial intelligence, decision support 
system, knowledge discovery (data mining), pattern 
recognition and medical diagnostics [2], etc. It is 
complementary to the probability theory, the fuzzy theory, 
the evidence theory and other theories of processing 
uncertain and imprecise problems. Especially in the field 
of knowledge discovery, it can discover the dependencies 
among data, evaluate the importance of a particular 
classification, eliminate the redundant attributes, reduce 
dimension of data set, and acquire the decision rules, etc. 
Attribute reduction is a very important research field of 
rough set theory. The so-called attribute reduction is to 
delete the irrelevant or unimportant attributes under the 
condition of keeping the classification and the decision-
making capacity of the knowledge unchanged [4]. Due to 
the combinatorial explosion problem of attributes, 
obtaining a minimum attribute reduction set is an NP-
hard problem. The general method to solve this problem 
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is up to heuristic algorithms, namely researchers make 
use of the importance of attributes as heuristic 
information to get the optimal attribute reduction set. The 
traditional attribute reduction algorithms of rough set 
theory are mainly based on the concept of information, 
the discernibility matrix and the positive region, and so 
on[4,5,6]. However, many of them are not complete, and 
even cannot be guaranteed to get the right attribute 
reduction result. Genetic algorithm has the advantages: 
global optimization, implicit parallelism, and it does not 
depend on specific areas, etc, thus it can be used to solve 
the NP-complete problem [7]. During the whole process, 
the genetic algorithm basically only uses the fitness 
function as the evolutionary basis. First, the fitness 
function of individual in the population is calculated. 
Then, the fitness values are regarded as the heuristic 
information to go forward. Therefore, a good design of 
fitness function is very essential to the genetic algorithm. 
The major disadvantage of the traditional genetic 
algorithms is its lower efficiency in their complicated 
calculation of the fitness function [8]. Especially for a 
large-scale information system, the time complexity 
mainly concentrates on calculating the fitness function. 
The organic combination of rough set theory and genetic 
algorithm is appropriate for attribute reduction and 
knowledge discovery. 

In order to reduce the search space in the process of 
attribute reduction and simplify the calculation of fitness 
function and improve the performance of algorithm, we 
improve the algorithm from three aspects in this paper: 
first, the relative importance of attribute [9] is regarded as 
the heuristic information, second, the fitness function is 
defined with the relative importance of chromosomes, 
third, the revising operator is used to ensure the minimum 
reduction.  Experimental results show that the improved 
algorithm is superior to the existing algorithms in several 
aspects. 

II.  ROUGH SET THEORY 

Rough set theory is gaining more and more attention 
from the researchers with its unique advantages, however, 
it is still a very young discipline and there are many 
drawbacks. The current research hotspots of rough set 
theory mainly include the following aspects [5, 6, 10]: 
(1) Fill missing data: An information system that have 

missing data is commonly called an incomplete 
information system. Due to the classical rough set 
theory is based on a complete information system, in 
order to make it suitable for processing the 
incomplete information system, some measures 
should be taken to deal with the missing data or 
extend the rough set model. 

(2) Discretize continuous data: As we all know, rough set 
theory can only be used to deal with discrete data, but 
in the real world, continuous data exist widely. 
Therefore, the discretization of continuous data 
becomes extremely important. At present, there have 
been some related research in this aspect, but all of 
these methods more or less have some defects, and 

there is no an axiomatic method. So the study in this 
field is still a research hotspot in the future. 

(3) The problem of large data set: In the real world, 
databases are becoming larger and larger, therefore, 
how to reduce the execution efficiency and 
complexity of the algorithm, and to find the most 
useful data from numerous data are challenges of the 
rough set theory. Although some research 
achievements have already achieved in this field, but 
not perfect, so further study still needed. 

(4) Efficient attribute reduction algorithm: Attribute 
reduction is a NP difficult problem, the main reason is 
the combination explosion among attributes.The 
attribute reduction methods based on the heuristic 
knowledge are usually adopted to get an acceptable 
reduction result. Efficient reduction algorithm is the 
basis of rough set theory being applied in the field of 
knowledge discovery. Domestic and foreign scholars 
have done a lot of research in this aspect, but there is 
still no a very effective method, so seeking rapid and 
effective reduction algorithms is still one of the 
research hotspots in the rough set theory. 

(5) Multiple method fusion: Due to the rough set has 
some shortcomings when processing the data, so it is 
necessary to combine the rough set theory with other 
methods. For example, the combination of rough set 
with neural network, fuzzy set and genetic algorithm, 
etc. Although some achievements have been made in 
this aspect, but there are still a lot of problems having 
not been solved, so further research is still needed. 

The main feature of rough set theory is that it is not 
necessary to provide any priori information, except for 
the data set needs processing itself. So it is objective. In 
rough set theory, knowledge is considered to be the 
ability to classify objects, namely, knowledge means the 
division of the data [10]. The attribute reduction and the 
rule extraction are the core of rough set theory [11]. With 
other analytical methods, such as genetic algorithm, 
artificial neural networks and data mining, etc, it can 
enhance the ability to deal with the uncertainty problem 
further. 

Definition 1: Information System S  can be expressed 
as ),,,( fVAUS = , where U  is a non-empty finite 
set of objects, called the domain, A  is a non-empty finite 
set of attributes, aAa

VV
∈
∪= , aV  represents the value of 

attribute A  . VAUf →×: is an information function, 
it assigns a value for each attribute of each object, namely, 

Aa ∈∀ , Ux ∈ , aVaxf ∈),( . If the attribute set A  

can be divided into condition attribute set C  and 
decision attribute set D , and 

DCA ∪= , Φ=∩ DC . Then the information 
system can be referred to as the decision system or 
decision table, where D  is generally contains only an 
attribute. 

Definition 2: In information system S , a set AP ⊆ , 
objects Uyx ⊆, , binary equivalence 
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relation
)},(),(,|),{()IND( ayfaxfPaUUyxP =∈∀×∈= , 

called indiscriminative relation of S [12]. 
Indiscriminative relation is an equivalence relation, we 
can obtain a division of a decision table or decision 
system by an indiscriminative relation. 

Definition 3: Let R  be a cluster of equivalence 
relation, Rp ∈ , if }){IND()IND( pRR −= , then 
we called P  is unnecessary to R , otherwise P  is 
necessary to R . For each Rp ∈ is necessary, then R  is 
called independent, otherwise R  is dependent [12]. 

Set RP ⊆ , If P  is independent, and 
)IND()IND( RP = , then P  is a reduction of R . 

Definition 4: Given a decision table ),,,( fVAUS = , 
where DCA ∪= , C , D  are the sets of condition 
attribute and decision attribute respectively, the 
discernibility matrix }{ ijD mM =  is defined as[13]: 

⎪⎩

⎪
⎨
⎧

≠Φ

=≠∈
=

).,(),(,
);,(),()},,(),(|{

DxfDxf
DxfDxfaxfaxfCa

m
ji

jiji
ij  (1) 

From the definition, we know that the discernibility 
matrix is symmetric. So we only need to compute the 
upper  triangular or lower triangular [13]. 

Definition 5: )(Re)Core( RdR ∩= , where )(Re Rd  
represents all reduction sets of R . 

It should be noted that the result of attribute reduction 
is not unique, but the core is unique. The set, which 
includes the least number of attributes is called the 
optimal  attribute  reduction  set. 

Definition 6: Assume R is a tuft of equivalence 
relation, Rp ⊆ , PRa −∈ , the importance of  attribute 
a  relative to set P  is defined as:  

{ }

R
U

P
UaP

U
ap

−∪
=)|SIG( ,                         (2) 

where P
U  denotes the number of equivalence class of 

P  relative to U . 
Property: Each attribute Ra ∈  is unnecessary, which 

is equal to 0)|}{SIG( =− aaR . 
Proof: Necessity—suppose Ra ∈  is unnecessary, 

according to the definition of  the necessity, we can know: 

0
|/|

|}){/(||/|)|}{SIG(

/}){/(
)IND(}){IND(

=−−=−⇒

=−⇒
=−

RU
aRURUaaR

RUaRU
RaR

Sufficiency— suppose  0)|}{SIG( =− aaR  , 
 Then, |}){/(||/| aRURU −=  
Because of RaR ⊆− }{ , for RUX /∈∀ , existing 

YX ⊆ ,making RUaRU /}){/( =− , 
so RUaRU /}){/( =− , namely, )IND(}){IND( RaR =− . 
So the attribute Ra ∈  is not unnecessary. 

With the definition of relative importance of attribute 
and its property, we can know that the greater the 
importance of the attribute a  is relative to the set P , the 
more number of increased equivalence class and the more 
close to the division of attribute set is relative to the 
domain when add  the attribute a  into the set P . 

Definition 7: The relative importance of 
chromosome—the relative importance values of attributes 
corresponding to the gene bit 1  in the chromosome x  
are cumulative. 

∑
=

=

=
kji

ji
iaxx

1

)|SIG()SIG( , },...,,{ 21 kjjji ∈      (3) 

III.  GENETIC ALGORITHM 

In fact, attribute reduction is a kind of combinatorial 
optimization problem.  As genetic algorithm is a global 
search method based on biological evolution, so it is a 
good idea to combine genetic algorithm and rough set 
theory to carry out attribute reduction. Attribute reduction 
algorithms based on rough set theory and genetic 
algorithm usually can get the optimal or the relative 
optimal attribute reduction result. 

Genetic algorithm (GA) is put forward for the first 
time in the late 1960s by John Holland, who was a 
professor in the University of Michigan, its basic idea is 
to form a kind of algorithm for searching optimal solution 
by simulating the natural genetic mechanism and the 
biological evolutionism. It can solve the optimization 
problems of complexity, nonlinear and even involving 
space. At present, it has been used widely in the aspects, 
such as: computer science, engineering design, automatic 
control, pattern recognition, fault diagnosis and data 
mining [14], and so on. It has the following features [15]: 
(1) It is a kind of intelligent algorithm that has self-

learning, self-organization and adaptive ability. In the 
design process of traditional algorithms, all the 
features and attributes of the problems need to be 
described in advance, according to the different 
characteristics of the problems, the algorithms should 
take different measures. It is because that genetic 
algorithm does not need to do this, so it can be used to 
solve complex and unstructured problems. 

(2) It can deal with the parameters of code set directly, 
rather than the parameters of the problem itself. 

(3) It uses fitness function to evaluate the intermediate 
individuals and guide the search direction in the 
process of search. The search process is neither bound 
by the continuity of the optimizing function, nor by 
the derivability of the optimizing function. 

(4) It is a kind of parallel algorithm. For each iteration, it 
is based on the population rather than an individual to 
complete the search process in the solution space. 

(5) Its expression is easy to understand, its basic idea is 
simple, and its operation mode and implementation 
steps are standard. 

Genetic algorithm includes five factors [16]: encoding, 
generate initial population, compute the fitness function, 
determine the genetic operator and set the relative 
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parameters. The flowchart of genetic algorithm is showed 
as follows: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                   

 
Figure I   Flow chart of genetic algorithm 

A.  Encoding Method 
The optimization process of genetic algorithm cannot 

act on the data in the solution space directly, but can act 
on the corresponding code, which is expressed as a 
genotype string in the genetic space through encoding [7]. 
Fixed-length binary array of one-dimensional is used here, 
the length of chromosome equals to the number of 
condition attributes. Each gene bit corresponds to a 
condition attribute, 1 denotes that the attribute is selected, 
and 0  denotes that the attribute is not selected. 

B.  Generate Initialize Population 
The initial population is generated as the way: the gene 

bits corresponding to the attributes in the core are set as 1, 
the others are set as 0  or 1 randomly. 

C.  Design Fitness Function 
According to the definition of attribute reduction, the 

fitness of individuals mainly depends on two aspects [8]: 
the number of attributes that they contained (it should be 
as little as possible) and their ability to distinguish 
between individuals (it should be more powerful). Thus, 
the fitness function is defined as follows (the fitness 
function of the individual x  is defined as): 

)SIG(
)count(

1)( x
x

xf +=                              (4) 

D.  Selection Operation 
We use the optimal preservation strategy [14] which is 

the most commonly used method of selection to select the 
individuals. Set the number of population as n , and the 
fitness function of the individual i  is if , then the 

probability of individual i  selected is sip [12]: 

∑
= n

i
i

i
si

f

f
p                                                        (5) 

Probability sip  reflects the proportion of the fitness 
value of the individual i  in the sum of fitness values of 
the all individuals. 

After getting a new generation of individuals using the 
optimal preservation strategy, in order to make the 
algorithm have a fast speed of convergence, if the fitness 
value of the worst individual in the current generation is 
less than the fitness value of the best individual in the 
previous generation, then we use the best individual in 
the previous generation to replace the worst individual in 
the current generation. This method can ensure that the 
individuals getting from the genetic process are not 
damaged by the crossover and mutation operators, it is an 
important guarantee for the convergence of genetic 
algorithm. It is also easy to make the local optimal 
individuals not be eliminated, so it can strengthen the 
global search ability of the algorithm. 

E.  Cross Operation 
Cross operation is the main method to generate new 

chromosomes. We make use of the single-point crossover 
strategy here. An individual is chosen to take part in 
crossover at certain probability cp . For each pair of 
individuals, a cross-point is selected randomly, and we 
exchange part chromosomes of the individuals on the 
cross-point, thus, next generation of individuals will be 
generated through the process.  

F.  Mutation Operator 
General mutation operator reversals bits randomly 

according to a given mutation probability[13]. The 
heuristic information that is expressed as the relative 
importance of attribute is used to describe the mutation 
operator. So we can keep the classification ability of the 
selected subset of attributes unchanged and the gene bit 
corresponding to the attributes in the core immutable. For 
a given bit string of chromosome naaas ...21= , specific 
operation  is as follows: 

⎩
⎨
⎧ −

=
))|min(SIG(,

))|max(SIG(,1'

ii

ii
i asa

asa
a                         (6) 

Then, a new individual ''
2

'
1

' ... naaas =  is generated, 

where },...,,{ 21 kjjji ∈ , ),...,2,1( kljl =  denotes 
that the gene bits corresponding to the attributes without 
being included in the core. 

Start 

Initialize population 

Compute fitness value of individual 

Select 

Cross 

Mutate 

End 

Terminal condition 

Optimal result 
Y 

N
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IV.  ALGORITHM DESCRIPTION 

The main ideas of the improved algorithm in this paper 
are: (1) In order to simplify the calculation of fitness 
function under the condition of keeping the correctness of 
the attribute reduction result, we make use of relative 
importance of chromosome to define the fitness function. 
(2) In order to speed up the convergence of the algorithm, 
we introduce the attributes in the core to initialize the 
population. (3) To realize the local search capability, we 
introduce into the heuristic information by constructing a 
new mutation operator. Thus, we make the algorithm not 
only maintain the overall optimization features and has 
faster speed of convergence. The specific description of 
the improved algorithm is as follows: 
Input: Information system ),,,( fVAUS = ; 
Output: An optimal  attribute reduction result of the 

attribute set A . 
Step 1: Obtain the core of the information system, the 

first generation population of the binary string 
are initialized randomly. For the attributes in the 
core, the corresponding bits are set to 1 , the 
other bits are set to 0  or 1 randomly. 

Step 2:  First, compute the relative importance of all 
  chromosomes  according to the definition, then,   
compute the fitness values. 

Step 3: According to the probability of selection, using 
the roulette wheel selection method and the 
optimal preservation strategy to act selection 
operator on the population. 

Step 4: Using the single-point crossover strategy and the 
probability of crossover to act crossover operator 
on the population. 

Step 5: Using the proposed heuristic mutation operator to  
act mutation operator on the population. 

Step 6: In order to ensure the algorithm running in the 
feasible solution space, we restore the population 
according to the revising operator. If the fitness 
value of the best individual is keeping constant 
after continuous breeding for many generations, 
then the algorithm terminates. Then we can 
reduce the number of attributes in the attribute 
reduction set according to the relative algorithm 
below. Otherwise, return to Step 3. 

Modified algorithm—for each chromosome: 
(1) Start from the beginning, set the gene bit of 0  as 1 

until the positive domain of the attribute set equals 
to the positive domain of the original attribute set. 

(2) From the first to the last one, set the gene bit of 1 as 
0 , if the positive domain of the attribute set equals 
to the positive domain of the original attribute set,  
go forward the above process. Otherwise, reset the 
gene bit as 1 . 

Reduce the number of attributes in the attribute reduction 
set: 
(1) If the attribute reduction set R  contains attributes 

that their relative importance have not been 
computed, then transfer to (2), otherwise terminates. 

(2) Select an attribute that has not been dealt with in R , 
then compute its relative importance of attribute 

)|}{SIG( aaR − , if 0)|}{SIG( =− aaR , 
then set the corresponding bit from 1 to 0 . 

V.  EXAMPLE ANALYSIS 

TABLE I is a decision table which is based on the 
agricultural data of crop disaster [17, 18]. 
Where C is the set of condition attributes, decision 
attribute is D  means the disease-level. 

 

}ionprecipitat i        
days,rainy  ofnumber  theh        

 humidity, relativeg        
 parts, diseased  theofcolor  thef        

 onset, of timee        
 rate,-diseased        

location,-diseasec        
 disease,  theof shape theb        

symptom,  theofn descriptio{

=
=
=
=
=
=
=
=
== aC

 

Through this example, the improved attribute reduction 
algorithm is analyzed here. To the data in TABLE I, we 
also experiment on the attribute reduction algorithm 
based on rough set theory in Ref.[13], each parameter in 
the experiment is set as follows: 
 the size of the population is 40=n , the probability of 
crossover is 65.0=cP . Through running 10 times, we 
get the average time: 1923ms and the attribute reduction 
result is },,,{ hdca . Under the same conditions, running 
the improved algorithm 10 times, we get the average time: 
1086ms, at this point, not only the individuals in the 
population tend to be the same for 101100010  (the 
corresponding condition attributes are: description of 

TABLE I 
DISEASE DECISION TABLE 

object a b c d e f g h i D 
U1 －1 －1 －1 0 －1 0 0 0 0 1 
U2 －1 0 0 0 －1 －1 0 0 0 2 
U3 0 －1 －1 0 －1 0 0 0 0 1 
U4 0 0 －1 0 －1 0 1 0 0 4 
U5 －1 0 0 0 －1 0 0 －1 0 5 
U6 0 0 0 0 －1 0 0 0 0 3 
U7 0 0 0 1 －1 0 0 0 0 6 
U8 0 －1 0 0 －1 0 0 －1 0 1 

TABLE II 
COMPARISON OF REDUCTION ALGORITHMS 

       algorithm attribute reduction 
set 

 average 
running time 

algorithm in Ref.[10] },,,{ hdca  1923ms 

the proposed algorithm },,,{ hdca  1086ms 

    

2280 JOURNAL OF SOFTWARE, VOL. 9, NO. 9, SEPTEMBER 2014

© 2014 ACADEMY PUBLISHER



symptom, disease-location, disease-rate and the number 
of runny days, namely, a , c , d  and h ), but also the 
fitness values of the individuals tend to be the same for 

5.1 . So the final attribute reduction result is },,,{ hdca . 
As is shown in TABLE II, TABLE III and FIG I. 

From the experimental results, we know that the 
improved algorithm not only simplifies the calculation of 
the fitness function, ensures the correctness of the 
attribute reduction result and raises the efficiency of the 
process, but also reduces the time complexity of attribute 
reduction greatly and keeps the classification ability of 
the selected attribute subset unchanged. Observing the 
computing process, we know that the algorithm in 
Ref.[13] cannot really keep the gene bits corresponding to 
the attributes in the core unchanged, while the improved 
algorithm can guarantee the gene bits corresponding to 
the attributes in the core unchanged. 

VI.  CONCLUSION 

By redefining the fitness function, the improved 
algorithm can simplify the calculation of the fitness 
function. We introduce the heuristic information through 
constructing a new mutation operator to keep the overall 
optimization feature of genetic algorithm while 
maintaining its fast rate of convergence. The 
experimental results show that the improved algorithm 

can quickly and efficiently obtain the optimal attribute 
reduction set of the decision table. The disadvantage of 
this algorithm is that it can only be applied for attribute 
reduction of complete decision table, the next step we 
will improve it further to deal with attribute reduction of 
incomplete decision table by revising the heuristic 
standards appropriately. 
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