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Abstract— A neural network model for classifying the Chi-
nese herbal medicine based on image feature has been
developed. The key process of the approach is to extract
medicinal target region (region of interest, ROI). Two dif-
ferent auto-segmentation methods were adopted according
to whether there were hollow in the medicinal materials.
Subsequently, color, texture and shape feature of ROI was
computed. Feature vector composed of forgoing features
was input to back propagation neural network (BPN), with
the class label as the output of neural network. BPN was
trained mutually to classify the medicinal materials. The
results of the experiment on 8 kinds of herbal medicine
show the algorithms are valid with 98 high precision, with
the structure of a 39-12-1 back propagation net.

Index Terms— Chinese herbal medicine (CHM), classifi-
cation, back propagation neural network (BPN), region
growing, image processing

I. INTRODUCTION

TRADITIONAL Chinese medicine (TCM) has a his-
tory of thousands of years in China. Currently,

due to its distinguished therapeutic effects with minimal
or negligible side effects, TCM is gaining increasing
attention around the world. However Chinese medicinal
materials have a wide range of types from different areas,
thus to discriminate alternatives and fakes by skilled phar-
maceutical worker is labor-intensive and time-consuming.
Furthermore the results of examination are vulnerable
to influence by artificial factors. And it lacks efficiency
and inheritance of experience. With the development of
computerized image analysis, computer aided procession
is applied in the identification and quantitative analysis of
TCM.

In the research of TCM, analytic method mainly com-
prises bio-chromatographic methods[1], chromatographic
methods[2-4], spectroscopic methods[5,6] and a combina-
tion of chemical and biological methods[7-10]. Fong et al.
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introduced biopharmaceutical classification system (BCS)
into the area of Chinese herbal medicine, and categorized
CHM into four classes in terms of its solubility and
permeability of active drug ingredient. Hou and Fang et al.
used gas chromatography-pattern recognition to identify
the TCM. Wang et al. developed the correlation analysis
of the chemical fingerprint and biological effect, and
assessed the quality of TCM. Computerized image anal-
ysis has been used in TCM identification. Wang et al.[9]
presented a computerized facial image analysis system by
using quantitative chromatic features for disease diagnosis
applications. TCM feature extraction may be implemented
from aforementioned methods, while it is not feasible to
batch inspection industrially.

In this paper we propose the image feature (color,
texture, shape feature) instead, only relying on image
sensor with no reagent or other instruments. Firstly, TCM
images are captured from image sensor. Secondly, target
area of medicinal herbs is extracted. Then the color,
texture, shape feature of the target region are formed to
construct high dimension feature vector. In the end we
select BPN as classifier to identify and grade CHM.

II. OUTLINE OF CHM CLASSIFICATION PROPOSED

CHM classification based on BPN is made up of
two major phases: training and classification procession.
During the training period, after automatic detection of
medicinal target regions (ROI), we extract the features
of ROI to construct feature vector as input of BPN.
The classification result from professionals is the desired
net output. Finally, net is trained to get net parameters.
The training procession is as shown in Fig.1. During
the classification period, the feature is extracted by the
same procession as in the training phase. Then the feature
vector is input to the net with the attained net parameters
from former phase, the simulation result is the final class
label. The training procession is as shown in Fig.2.

III. IMAGE FEATURES OF CHM

To extract proper image features is the most funda-
mental and important step, which decides the accuracy of
classification. For the first step, alternative segmentations
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Figure 1. Network training procession

Figure 2. Network classification procession

are selected on the condition that the structure of herb
medicine is hollow or not. And image features of medic-
inal target region are computed including color, texture
and shape feature.

A. Segmentation of medicinal region

Chinese medicinal materials are placed on the singular
color background, and image acquisition is implemented
in the photography box. In the course of acquisition,
illumination keeps stable with high frequency and no
blinking. Due to the uniform color of background, namely
the region of non-medicine target can be flood filled
via region growing algorithm. Thereby medicinal target
regions are isolated from background.

The key to region growing algorithm is: (1) the choice
of seed points; (2) the definition of threshold of growing.
In this paper, the points on the four corners of image
shown in Fig.3 are initial seed regions. They not only
speed up convergence because of the abundant points, but
also improve robustness for the directions of initial seed
points.

Denote spotted regions in Fig.3 by R0, and the re-
gion after n iterations of region-growing by Rn. Let
fk(i, j), k = 1, 2, 3 be the red, green, blue component
of the pixel at the ith row jth column of the image.
In region growing, let the initial seeds have the gray
value 255. If the points in the eight-neighborhood of the
seed points satisfy similarity constraints, then are merged
to the region assigning gray value 255. Simultaneously

Figure 3. Initial seed regions (spotted)

the initial seeds and points merged become the next
seed region. In succession, let last grown region be
the seed region, region growing iterate until no points
in eight-neighborhood satisfied the similarity constraints.
The procession is described as Eq.1:

Rn = {Rn−1

∪
{(i, j)}||fk(i, j)− fk(i0, j0)| ≤ T0,

0 ≤ |i− i0| ≤ 1, 0 ≤ |j − j0| ≤ 1, (i0, j0) ∈ Rn−1} (1)

After the background is filled, we denote the growing
region by R. As a result of region growing algorithm,
the medicinal image is segmented into medicinal target
region and background region. The medicinal region is
assigned to gray value 255 while the background region
is assigned to 0 which is shown in Eq.2.

B(i, j) =

{
255, (i,j) ∈ R
0, else

(2)

Eventually the region which the image covers

I = {(i, j)|0 ≤ i ≤W − 1, 0 ≤ j ≤ H − 1}

is split up into

I = Bb

∪
Bo, Bb

∩
Bo = ∅ (3)

where

Bb = {(i, j) ∈ B|B(i, j) = 0},

Bo = {(i, j) ∈ B|B(i, j) = 255}.

Some images of herbal medicine, such as haw slice
image, have hollow part. For this sort of herb, background
region will be separated as well from medicinal region
Bo. Apply contour tracing to binary image B and divide
Bo into M disjoint connected components as follows:
Bo =

∪M
k=1B

(k)
o ,where B(k)

o
∩
B

(l)
o = ∅, k ̸= l.

Convert color of pixels in medicinal herb region Bo(k)
into gray level according to Eq.4.

gk(i, j) = 0.114f1(i, j) + 0.587f2(i, j)+

0.299f3(i, j), (i, j) ∈ B
(k)
o

(4)

Ostu algorithm[11] is applied to threshold segment the
image gk adaptively. Denote the threshold of image gk
by Tk.Regard the points located on boundary ∂B

(k)
o as

the representative elements of medicinal target region,
calculate their average value gk. Judge whether the points
in region B

(k)
o belong to the medicinal target region on

the basis of the relationship between gk and threshold Tk.
Specifically, if gk ≥ Tk , the points whose gray value is
greater than Tk in region B(k)

o is considered as the points
in medicinal target region and vice versa.

Associate with Eq.3, the medicinal target region is
decided as below,

If gk ≥ Tk,

Ok(i, j) =


0, (i, j) ∈ B

(k)
b

0, (i, j) ∈ B
(k)
o , gk(i, j) ≤ Tk

255, (i, j) ∈ B
(k)
o , gk(i, j) > Tk

(5)
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Figure 4. Flowchart of extraction of medicine target

If gk < Tk,

Ok(i, j) =


0, (i, j) ∈ B

(k)
b

0, (i, j) ∈ B
(k)
o , gk(i, j) ≥ Tk

255, (i, j) ∈ B
(k)
o , gk(i, j) < Tk

(6)

In the ultimate segmentation result, the region in which
the points are assigned the gray value 255 is medicinal
target region, a.k.a. ROI.

In detail, for medicinal herb with hollow part, after Eq.5
or Eq.6, ROI refers to Eq.7,

ROI = {(i, j) ∈ I|Ok(i, j) = 255, k = 1, 2, ...,M} (7)

For medicinal herb without hollow part, after Eq.2, ROI
refers to Eq.8,

ROI = {(i, j) ∈ I|B(i, j) = 0} (8)

B. Features of medicinal herb image

There are two principles to be followed as for selecting
medicinal herb features: (1) for different kinds of herbs,
huge difference exists in selected herb features; while for
the same kind of herbs there exists little difference. (2)
Consider the difficulty of network trained and the speed of
network tested when combining and selecting the features.
The feature selected is conducted in terms of the color,
texture and shape.

1) Color feature: We mainly compute three parameters
of color feature: average value, mean square deviation
and entropy. Note the number of points in ROI as N , the
number of pixels whose component gray value is l in ROI
as nl, and suppose the gray scale is L, then average uk,

mean square deviation σk, entropy ek can be calculated
as

uk =
1

N

∑
(i,j)∈ROI

fk(i, j) (9)

σk =

√√√√ 1

N

∑
(i,j)∈ROI

(fk(i, j)− uk)2 (10)

pl =
nl
N
, l = 1, 2, ..., L

ek = −
L∑

l=1

pl log
pl

2 (11)

The average value of images reflects the overall features
of image color, which is one of the basic features of
image. The average value of image is not connected with
the spatial location of the gray value. It only reflects
image brightness. Mean square deviation offers more
abundant information than average value and is used
to measure contrast of gray value. Entropy reflects the
average amount of information in the image.

2) Texture feature: An important approach to region
description is to quantize the texture. Texture is the char-
acteristic of object surface. It shows the organizational
structure of the surface and its sequence. This paper
quantizes the texture by unifying local binary pattern LBP
and gray level co-occurrence matrix.

Local binary pattern is a convincing texture description
which is widely used in many areas of image processing
such as face recognition and defect detection [12,13], etc.
Suppose current pixel as center of neighbor, and compare
gray value of the pixels around within a certain neighbor
radius. Thus a group of binary number is worked out
based on the quantity relation between the current pixel
and center one. The local binary pattern LBP is

LBPP,R =
P−1∑
p=0

s(gp − gc)2
p

Where s(x) =
{

1, x ≥ 0
0, x < 0

(12)

Here g(c) and g(p) refers to the pixels on the centre and
boundary of the neighborhood respectively.

Aiming at solving the problem of too many binary
patterns in traditional LBP, Ojala[14] put forward an
unified binary pattern LBPriu2

P,R:

LBPriu2
P,R =

{ ∑P−1
p=0 s(gp − gc), if u(LBPP,R) ≤ 2

P + 1, else

u(LBPP,R) = |s(gp−1 − gc)− s(g0 − gc)|+
P−1∑
p=1

|s(gp − gc)− s(gp−1 − gc)| (13)

Gray level co-occurrence matrix[15](GLCM) is a com-
mon approach to describe texture by studying the related
spatial features of gray level.
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As a texture statistical method, gray level co-occurrence
matrix is first put forward by Haralick in 1973. An
arbitrary point (x, y) in the image and another point
(x + a, y + b) constitute a point pair. If the gray value
of these two points is i and j respectively, thus this point
pair value is (i, j). When taking different value of (a, b),
gray level co-occurrence matrix is obtained along a certain
direction θ and at a certain interval d =

√
a2 + b2. When

the frequency of every (i, j) is calculated as P(i, j, d, θ),
the computed matrix of every (i, j) is gray level co-
occurrence matrix. Here θ usually take the value of 0o,
45o, 90o and 135o. Therefore, gray level co-occurrence
matrix of these directions is computed. Then the angular
second moment W1, contrast W2, relativity W3 and
entropy W4 are worked out. The average of corresponding
value in these directions is taken to be texture feature.

Angular second moment:

W1 = (
3∑

k=0

g∑
i=1

g∑
j=1

P2(i, j, d, k
π

4
))/4

Contrast:

W2 =

g∑
i=1

g∑
j=1

[(i− j)2P2(i, j, d, θ)]

Relativity:

W3 =

g∑
i=1

g∑
j=1

ijP(i, j, d, θ)− u1u2
d1d2

In which

u1 =

g∑
i=1

i

g∑
j=1

P(i, j, d, θ), u2 =

g∑
i=1

j

g∑
j=1

P(i, j, d, θ)

d21 =

g∑
i=1

(i− u1)
2

g∑
j=1

P(i, j, d, θ),

d22 =

g∑
i=1

g∑
j=1

(j − u2)
2P(i, j, d, θ)

3) Shape feature: The shape of an image is the most
important visual feature in image features. The descrip-
tion of shape feature involves the description of contour
boundary, namely perimeter and the region within the
boundary, namely area. In medicine classification system,
we introduce the width-height ratio and roundness of
the minimum bounding rectangle to describe the shape
feature.

Six Hu moments are also employed in medicine clas-
sification system.

The width and height of the bounding rectangle is
w and h respectively. Suppose the width-height ratio is
asp = w

h .
The roundness is defined as r = C2

A ,where C, A is
perimeter and area of contouring region respectively.

In computing Hu moments, firstly convert the colored
image into gray scale image according to Eq.4, secondly
count normalized central moments I1 to I6[16].

Table 1 offers dimensions of color, texture and shape
features and shows the extraction of 39 dimension feature
vector of image. Here number marks the dimensions of
every feature.

TABLE I.
DIMENSIONS OF THE FEATURES

IV. MEDICINE CLASSIFICATION BASED ON BP
NEURAL NETWORK

The task that follows is to design classifier to correctly
classify the feature vector. Forward feedback neural net-
work is chose. Lippman holds only triple layer forward
network is required to constitute arbitrary complex dis-
criminant function.

A. BP network structure

Figure 5 shows the typical three-layer network, that
is input-hidden layer- output. BP network structure with
only one hidden layer is demonstrated in Fig. 5. Suppose

Figure 5. The sketch map of BP network structure with three-layer
neurons

the input vector of BP network is x ∈ Rn, i.e. x =
(x1, x2, ..., xn)

T ; n1 neurons exist in the hidden layer
and their output is x′ ∈ Rn1 ,x′ = (x′1, x

′
2, ..., x

′
n)

T ; m
neurons are in the output layer and their output is y ∈ Rm,
i.e. y = (y1, y2, ..., ym)T .Imagine the weight from input
layer to hidden layer is wji, the threshold is θj .Suppose
the weight from the hidden layer to output layer w′

kj , the
threshold is θ′k. Thus the neuron output of every layer is{

x′j = f1(
∑n

i=1 wkjxi − θj), j = 1, 2, ..., n1
yk = f2(

∑n1

j=1 w
′
kjx

′
j − θ′k), k = 1, 2, ...,m

(14)

where f1(.) and f2(.) is called transition functions of each
layer.

B. Chinese herbal medicine classification based on BP
neural network

Feature vector made up of color, texture and shape
features serves as input of neural network. Classification
identifier serves as net output. Suppose the desired output

JOURNAL OF SOFTWARE, VOL. 9, NO. 4, APRIL 2014 941

© 2014 ACADEMY PUBLISHER



5

of the net d = 1, 2, ...,M. M denotes the number of
medicine classified.

(1) Define the network structure, namely determine the
number of input, hidden and output layer neurons and set
the maximum learning iterations, control precision and
learning rate. Let transfer functions of each layer be

f1(x) =
1

1 + e−x
, f2(x) = x

(2) Input xi and desired output dj are normalized to
[−1, 1].

xi = −1 +
2(xi − xmin)

xmax −mmin
(15)

dj = −1 +
2(dj − 1)

M − 1

(3) Back error propagation algorithm[17] is adopted to
train the network, and the network weights and thresholds
are obtained.

(4) Concerning images to be identified, feature vectors
of medicine are extracted according to Section 3. Then
the normalization is carried out on the basis of Eq.15.

(5) Output of neural network y is worked out on the ba-
sis of Eq.14. Then inverse transformation is implemented
by Eq.16, and map output y to interval [1,M ].

y = [
(y + 1)(M − 1)

2
+ 1.5]

where [.] is Gauss integer function.
The final output is the index of classification label sets.

V. EXPERIMENTAL RESULTS AND ANALYSIS

We analyzed 204 images of 8 kinds of Chinese herb
medicine, namely areca catechu, nux vomica, pinellia ter-
nate, gastrodia elata, radix curcumae, liriope, ligusticum
and hawthorn. Algorithm was implemented using Visual
C++ 6.0 and Matlab 2010b development platform with
Open CV 1.0 library. Abridged general view of Chinese
herb medicine classification based on BPN is shown in
Fig. 6. The white region in (b) is target region, namely
ROI. The component of the color, texture and shape
feature vector of the ROI is shown in (c) to (e). The
outline and the minimum bounding rectangle is shown in
Fig.7. The curve is the outline and the rectangle is the
smallest bounding rectangle of ROI. The radar chart
of 39-dimensional feature of the eight kinds of medicine
is demonstrated in Fig.8. The data in the figure shows
that these eight kinds of medicine differ greatly in mean
value of color features, the second angular moment of
texture features, contrast, relativity, the width-height ratio
and roundness of shape feature. They can be differentiated
on the basis of these features.

The input layer has thirty-nine neurons which co-
incide with the dimensions of feature vectors in neural
network. The output layer has one neuron which the value
corresponds to class label. Unfortunately the number of
hidden layer neurons is indeterminable quantificationally.
We randomly choose a half of all medicinal images as
training samples. And the rest is test samples. Determine

(a) Image of hawthorn (b) Target region of hawthorn

(c) Color feature of hawthorn (d) Texture feature of hawthorn

(e) Shape feature of hawthorn

Figure 6. Chinese herbal medicine classification

the number of hidden layer neurons according to identifi-
cation precision of test samples. The relationship between
the number of hidden layer neurons and identification
precision is shown in Fig.9. Select twelve hidden layer
neurons in terms of efficiency and precision.

VI. CONCLUSIONS

The herbal medicine classification based on BP neural
network proposed in this paper could effectively classify
the herbal medicine and be a computer assistant of
medicine inspection. Color, texture and shape features
are selected as medicinal features. The proposed approach
could differentiate a majority of medicine. As for some
medicine of special application such as sulfur smoked
herbs, multi-sensor information fusion classification in-
cluding image sensors, gas sensors and taste sensors
could improve the inspection accuracy and expand the
application.
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