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Abstract—In order to solve that the energy was seriously 
wasted in cloud computing, an algorithm of energy 
consumption optimization for cloud computing based on the 
task tolerance (ECCT) was proposed. The concept of the 
task tolerance was put forward in the algorithm. The 
resource utilization of cloud computing node was maximized 
through increasing the task tolerance. At the same time, the 
parallelism degree of tasks were increased so that the task 
waiting time was reduced, which led to a reduction of energy 
consumption in cloud computing. Parameters were 
estimated and experiments on actual cloud computing sets 
were illustrated. The results showed that the total energy 
consumption and executive time were reduced more in the 
proposed algorithm than sequential executive algorithm 
(SEA). In addition, the advantage would be increasingly 
apparent with the increasing in assignments.1 
 
Index Terms—cloud computing, task tolerance, resource 
utilization, energy consumption optimization 
 

I.  INTRODUCTION 

With the gradual warming of the global climate, as 
well as the low-carbon economy and the green energy 
was proposed, the energy consumption problem in cloud 
computing has become a key issue [1]. And the energy 
consumption problem is particularly serious in cloud data 
centers. According to statistics, there were about 6000 
data centers in United States in 2006. These data centers 
consumed about 610 billion kilowatt hours electrical 
energy, which was worth up to $4.5 billion and more than 
the total energy consumption of all color television sets in 
United States that year. The data from the U.S. 
Department of Energy showed that the energy 
consumption of data centers accounted for 1.5% of all 
energy consumption in United States, and the demand for 
electricity energy was still rising at a speed of 12% per 
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annum. If the energy continued to rise at the speed to 
2011, the data centers would consume 100 billion 
kilowatt-hours of electrical energy, spending 
approximately $7.4 billion each year. In addition, the 
assessment of International Data Corporation market 
research firm on electrical energy of all the enterprises in 
the global showed that, they spend about $40 billion on 
energy consumption each year [2-5]. The reasons 
resulting that network flow load and the energy 
consumption in network was gradually increased. But the 
energy issues of cloud computing are rarely taken into 
account in resource scheduling algorithm [6-9]. Therefore, 
how to solve the energy consumption problem of cloud 
computing in the resources scheduling algorithm has 
become a research focus gradually. 

With the energy consumption issues and the shortage 
of resources become more and more serious, how to 
optimize the energy consumption of cloud computing by 
using the limited resources is particularly critical. In this 
paper, the resource utilization of data centers, the energy 
consumption situation, and the task tolerance in cloud 
computing were studied deeply. An algorithm was 
designed, in which the energy consumption of cloud 
computing was optimized through increasing the task 
tolerance using the limited resources. The simulation 
results showed that the executive time was reduced and 
the energy consumption was optimized through taking 
full advantage of resources. 

II.  RELATED WORK 

There are some distributed resource scheduling 
algorithms at this stage, such as the article [10], an 
algorithm was designed about software services of cloud 
computing to optimize the allocation of cloud computing 
service resources, which met the service provider at the 
same time maximized the profits. But the executive time 
was increased and energy was wasted. In the article 
[11-14], Rajni proposed to use bacteria foraging 
optimization technology of grid resource scheduling to 
design a new bacterial foraging heuristic resource 
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scheduling algorithm, which could take advantage of the 
resources to arrange work effectively in a grid 
environment. The performance of the algorithm was 
assessed through the toolkit of gridsim in conjunction 
with the existing scheduling algorithm. The application of 
user was submitted to the grid by reducing the cost and 
finished time. But the algorithm lacked of considering the 
task transmission overhead in the scheduling process, and 
without considering the dynamic characteristics of the 
network tasks and the multiple performance indices of 
tasks. In the article [15], Yifei Tong introduced an 
allocation algorithm of market mechanism. The resources 
were reasonably allocated according to the requirements 
of the market mechanism in the algorithm. And the 
resources were scheduled according to quality of service 
as the target. But only the efficiency of resource 
scheduling was optimized in the algorithm, without 
considering a wide range of service quality parameters. 
And the computing capacity and throughput capacity of 
the proxy node, as well as the transmission overhead 
required were not considered in the algorithm. 

Some studies about cloud energy consumption were 
proposed recently, such as the article [16-17], Jayant 
carried out a detailed measurements and statistics on the 
energy consumption of transfer and conversion in the 
public cloud and private cloud, the energy consumption 
of three services of cloud computing that software as a 
service, storage as a service, platform as a service were 
analyzed, the energy consumption of computers, routers, 
data centers were listed in detail and the energy 
consumption situation of the three services were 
compared. However, no specific algorithms to reduce the 
energy consumption was generated in the cloud 
computing. A simulation environment of cloud 
computing with a plurality of data centers was designed, 
the energy consumption of the transmission, conversion, 
connection between multiple data centers were designed 
through the actual distribution of the workload, the 
impact that power control such as voltage, frequency, 
dynamic switching was applied to the computing and 
networking was demonstrated [18-20]. In the contributed 
volume [21-22], a detailed investigation about the 
hardware, operating system, virtual machine, and data 
centers was made, the relationship between high-power 
and the energy consumption of cloud computing was 
analyzed in detail and the energy efficiency in the future 
was discussed deeply. In the contributed volume [23], 
Berl reviewed the usage method and techniques on the 
energy consumption operation of computer hardware and 
network equipment, conducted a survey of methods in 
this field, distinguished the energy consumption 
technology used in the cloud computing. But there was 
no specific energy consumption algorithm expression, 
only elaborated on the future energy consumption model. 

There never was the cloud energy research in the 
perspective of resource scheduling in existing cloud 
energy consumption model. In view of this situation as 
well as deficiencies in the existing studies, resource 
scheduling optimization algorithm of energy 
consumption for cloud computing based on the task 

tolerance was proposed in this paper, which reduced the 
energy consumption of implementation and optimized the 
executive time by improving the parallelism degree of 
tasks. 

III.  PROBLEM MODEL 

The executive energy consumption of cloud computing 
was mainly focused in this paper, so all cloud data centers 
ran at full capacity was assumed. In the task scheduling 
model of cloud computing, computing resources, storage 
resources, network resources, etc. existed in the form of 
services. The task scheduling model of cloud computing 
is shown in figure 1. 

 

 
Figure 1 the task scheduling model of cloud computing 

In figure 1, a set of random tasks is scheduled to cloud 
service resource nodes for executing through the tasks 
waiting queue. The arrival time of random tasks is 
uncertain, ranging from resource requirements. The study 
assumed that the tasks waiting queue was long enough, 
and cloud service resource center was responsible for 
scheduling task to execute reasonably. To further 
illustrate the energy consumption of resource scheduling 
algorithm, we give some definition of the resource model 
in the following. 

Definition 1, the set of random tasks is defined 
as	RሺT, E, Aሻ, T is a set containing n tasks, 0  i  n. 
If i	is not equal to	j, T୧	is not equal	T୨. Eሺi, jሻ is the set 
of directed edges between the tasks, while		i ൏ ݆, the task T୧ will be executed after T୨ is finished. A is the set of 
tasks’ workload requirements. 

Definition 2, the cloud service model is defined as ሺC, B, U, Pଵ, Pଶሻ, where C is the set of computing nodes. B is the matrix where random tasks corresponding to 
computing nodes. B୧୨ represents the task t୧ performing 
on computing node C୨ . U  is the set of resource 
utilization for each computing node, Pଵ  is the peak 
power of computing nodes, and Pଶ is the idle power of 
computing nodes. 

Definition 3, the task tolerance is defined as the ratio 
of the longest time for the task can be executed and the 
actual required time, the formal expression is τ ൌ ୲ ൈ100%, where T is the longest time for the task can be 
executed, t is the actual required time. 

Definition 4, the total energy consumption of cloud 
services is defined as E, f is CPU frequency of cloud 
computing nodes, c is the utilization of computing nodes, 
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τ′  is defined as the actual tolerance when a task is 
executing. When the task entered the cloud resources 
service center from the waiting queue, the task was 
scheduled to the current relatively idle node for executing. 
Resource utilization within the unit time was increased by 
improving real-time tasks tolerance. The problem model 
is as follows: 

              τ୩′  τ୩  ሺ1  k  nሻ          (1)                   s. t.		 ∑ x୧୩ ൌ 1,				∀i ∈ V୬୩ୀଵ           (2)  x୧୩ ∈ ሼ0,1ሽ                 (3) z୧ ≪ z୨ െ ∑ t୧୩x୧୩୬୩ୀଵ              (4)            	MaxU୧														ሺ1  i  mሻ   (5) 

In the above formula, x୧୩ is a Boolean variable, which 
means that the task can only select a service to execute. z୧ represents the end time of each task. (1) represents the 
task tolerance should be less than or equal to the agreed 
tolerance of itself. (2) represents the task can only select a 
service to execute every time. (3) represents x୧୩ is a 
Boolean variable (4) represents the task should meet 
partial order (5) represents the resource utilization of each 
node was maximized. 

IV.  ITERATIVE INSPIRED ALGORITHM 

A.  Algorithm Description 
In resource scheduling optimization algorithm of 

energy consumption for cloud computing based on the 
task tolerance (ECCT), the total number of nodes of 
cloud computing, the number of tasks and the initial task 
tolerance were given. The cloud system checked the 
resource utilization of each cloud computing node firstly 
when there was the task in the task waiting queue. If the 
resource utilization of any cloud computing node was not 
100%, tasks were scheduled to the cloud node for 
executing. When the task tolerance was less than or equal 
to the agreed tolerance of itself, the task was scheduled 
into the cloud computing node, and the node of relatively 
low utilization was selected to schedule the task for 
executing. At the same time the resource utilization of 
node was real-time collected. Otherwise, next task of the 
quest chain queue was scheduled for executing. The 
iterative calculation was done, and the total energy 
consumption was calculated when the resource utilization 
of every computing node was 100%. Algorithm is as 
follows: 
For all computing codes and incoming tasks 
Generate  τ′, τ	, U୧	, R 
End for 

For all computing codes 
Compute Uଵ, Uଶ,…	U୫ 

For (i=1; i<m; i++) 
For(j=i+1; j m; j++) 

If U୧  U୨ 
U=U୧ ; U୧=U୨ ; U୨U ; 
End if 

End for 
End for 

End for 

While R  0 
For (i=1; im; i++) 

While U୧ ൏ 100% 
For (k=1; k൏n; k++) 

If   τ′  τ 
Scheduling T୩ to computing code C୧ 
Compute U୧ 
End if 

End for 
End while 

End for 
End while 
Renturn E 

B.  Algorithm Analysis 
In ECCT algorithm, the utilization of energy resources 

in the unit time was increased by increasing the 
parallelism degree of tasks, which was increased by 
improving the task tolerance, and the energy consumption 
was optimized finally. Optimization rules: First of all, 
tasks were scheduled to the lowest resource utilization of 
cloud computing nodes for executing, followed by tasks 
were scheduled successively to the maximum resource 
utilization of the computing node until the resource 
utilization of all cloud computing nodes is 100%, the 
difference calculation of the energy consumption as 
follows: 

          ∆E ൌ ∑  f୧ሺtሻc୧ሺtሻ୲୫୧ୀଵ െ mPଵt′        (6) 

As can be seen from equation (6), when the cloud 
services ran at full capacity, each node power of the data 
center was the peak power Pଵ , the average executive 
power was increased a little, the executive time was 
shortened for a lot, wherein the total executive time is 
calculated as follows: 

              T ൌ ∑ ∑ ୵ౡౡసభୡ୫୧ୀଵ                 (7) 

As can be seen from equation (7), with the 
improvement of the CPU utilization of computing nodes, 
the executive time was gradually shortened. Thereby the 
total energy consumption was reduced. The resource-time 
graph can be used to represent services in cloud 
computing, ECCT algorithm's resources-time graph is 
shown in figure 2 and figure 3. 
 

JOURNAL OF SOFTWARE, VOL. 9, NO. 4, APRIL 2014 897

© 2014 ACADEMY PUBLISHER



 

Figure 2 resource-time without tasks tolerance 

 

 

Figure 3 resource-time with tasks tolerance 

 

In figure 2, the abscissa t represented the task 
executive time, the longitudinal axis M indicated the 
service resources of cloud computing node, and the 
dotted line was the actual resource capacity of the cloud 
node. When the task Tଵ and Tଶ was running, some part 
of cloud resources were idle. When the task Tଷ arrived, 
the existing resources couldn’t meet the resource 
requirements of Tଷ, so Tଷ could be executed until the 
end of the task Tଵ  and Tଶ . If so, it was a waste of 
resources. In figure 3, the task tolerance was increased by 
utilizing the function of the CPU executive time division 
multiplexing.	Tଷ  used a small amount of resources to 
complete the scheduled execution, the executive time of 
the task was increased, but the overall task executive time tଵ  tଶ  tଷ  was shortened. The area of task Tଷ  in 
figure 3 was the same size as figure 2 by calculating. 

C.  The Complexity of ECCT Algorithm 
The complexity of ECCT algorithm depends on the 

gap of the resource utilization between the initial resource 
usage and full load operation. Because the iterative 
number of the algorithm was determined by the gap. The 
maximum resource utilization was got close gradually 

after each Iterative calculation of the algorithm, which 
was the peak power of the node. So the algorithm is 
convergent. The complexity of the algorithm depends on 
the number of cloud nodes in data center, which is related 
with its iterative. When resource utilization is close to 
100%, the tasks are calculated iteratively. So the 
maximum complexity of the algorithm is |mN|, m is the 
selectable cloud service nodes, N is the total number of 
tasks. 

V.  EXPERIMENTAL ANALYSIS 

In order to test the performance and operating 
efficiency of ECCT algorithms in different modes, the 
experimental environment was composed of 12 PC 
whose systems was Windows 7 kernel, CPU was Inter 
Core (TM) 2 Duo 2.20GHz, RAM was 4G, hard disk was 
320GB, the network bandwidth was 100M, and the 
algorithm was programmed using the Java programming 
language. 

In order to compare the performance of ECCT 
algorithm, the sequential executed algorithm (SEA) was 
proposed in the study. The SEA algorithm's basic idea 
was: when there are the tasks in the task waiting queue, 
the tasks were scheduled serially to cloud computing 
nodes for executing, the task tolerance didn’t need to be 
considered. The task was scheduled directly to the next 
node for executing when the resource requirements of 
task can’t be met. The SEA algorithm would be end until 
there was no idle service node in the data centers. The 
three parameters of the scale of the task, the number of 
nodes of the data center, the task tolerance were selected 
in the experiment. The number of the experimental task 
nodes are set to 8, 16, 32, 64 nodes, the tasks were 
simulated to {20, 40, …, 100} several sizes, the tasks 
tolerance was simulated to 100%, 140% ... 400%. 

The experimental results were taken from the average 
of different sizes. The average energy consumption, the 
average executive time and other aspects were selected in 
the algorithm to compare comprehensively the 
relationship between the two algorithms. If the average 
value of the same data set in the two algorithms were in 
comparison, such as the comparison of the average 
energy consumption, improvement rate of the algorithm’ 
performance is calculated as: ాିఽఽ ൈ 100%. 
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Figure 4 the number of tasks with energy diagram 

 

Figure 5 the number of tasks with time diagram 

As can be seen from figure 4, with the increase in the 
amount of tasks, the energy gap of the two algorithms 
was gradually increased, which was mainly due to the 
task tolerance was improved in ECCT algorithm, the 
system resources of cloud computing are fully utilized to 
increase the parallelism degree, and reduce the relatively 
idle time of resources. As can be obtained by the average 
value of the different scale of the tasks, the average 
energy consumption of ECCT algorithm was improved 
by 12.64% compared to SEA algorithm. The advantage 
would continue to increase with the increase in the 
amount of tasks. Similarly, the relationship of number of 
tasks and time was shown in figure 5, the gap in the total 
run time was increasingly obvious with the increase in the 
amount of system tasks. Due to the increase of task 
tolerance, the full utilization of resources, and a relative 
reduction of a large number of tasks waiting time, so the 
advantage of time would be increasingly apparent with 
the number of tasks gradually was increased. 
 

 

 

 

 

 

Figure 6 the task tolerance and energy diagram 

 

Figure 7 the task tolerance and time diagram 

As can be seen from figure 6, SEA algorithm was 
irrelevant to the task tolerance, so as to the increasing of 
the task tolerance, the total energy consumption of SEA 
algorithm was approximated as a straight line. The total 
energy consumption of ECCT algorithm decreased 
gradually with the increasing of the task tolerance. The 
energy consumption was not changed when the task 
tolerance reached a certain value. The main reason for 
this phenomenon was: Even if more tasks were executed 
with the function of time-multiplexed when the resource 
utilization reached 100%, the total executive time was not 
changed, while the system was always maintained at the 
peak power, so the energy consumption was not changed. 
Similarly, the relationship of the task tolerance and 
executive time was shown in figure 7. The total executive 
time was not changed with the tolerance was gradually 
increased in SEA algorithm. However, the total executive 
time of ECCT algorithm was decreased gradually. It 
would not continue to be changed when the task tolerance 
reached a certain value. 

VI. CONCLUSION 

Resource scheduling optimization algorithm of energy 
consumption for cloud computing based on the task 
tolerance was proposed by the study of the energy 
consumption in cloud computing. The task waiting time 
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was reduced by improving the task tolerance, through 
which the service resources of cloud computing were 
fully utilized. At the same time the parallelism degree of 
tasks was improved, and the energy consumption of cloud 
computing was reduced. As can be seen from the large 
number of experimental results, the total energy 
consumption of the cloud system and the total executive 
time would be reduced with the task tolerance was 
gradually increased, and the advantage of ECCT 
algorithm in saving energy would become increasingly 
obvious with the amount of tasks was gradually 
increased. 
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