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Abstract—Crowd density estimation is very important in 
intelligent crowd monitoring. In this paper, a new approach 
of crowed density estimation is proposed. This method 
combines the advantage of pixel statistical feature and 
texture analysis, and reduces the impact of perspective 
distortion by dividing the region of interest. Moreover, we 
estimate the crowd size (the range of numbers) for high 
density and extremely high density crowd. The experiment 
results show that the proposed method has a relatively high 
accuracy in the whole density range. 
 
Index Terms—Region of interest, Crowd density estimation, 
Crowd size estimation, Pixel statistical, GLCM. 
 

I.  INTRODUCTION 

With the development of rapid economic, large-scale 
human activities have become increasingly frequent, 
especially some massive entertainment events, sporting 
events, and large exhibitions. Crowd safety has become a 
critical issue, causing the attention of the security sector. 
As we know, the terrorist attacks in large groups can 
result in greater lethality and social impact, large-scale 
group activities are now important goals of terrorist 
attacks. So it is very meaningful to estimate crowd 
density. In order to analysis group events better, we need 
to estimate the size of the crowd rather than the crowd 
density. 

Traditional visual surveillance applications are based 
on CCTV (Closed Circuit Television) analog systems. 
Although such system enhances the human visual ability 
through the hardware device, the method for monitoring 
the crowd density is almost manual. This method requires 
a huge amount of work to monitor and the attention of 
surveillance personnel will distract with the growth of the 
monitoring time, it is likely to cause big delay and 
mistakes. So, all of which makes real-time monitoring is 
much more significant. 

Crowd density estimation methods can be divided into 
four categories. Firstly, crowd analysis based on 
background removal technology. Davies[1] and Chow[2] 
have proposed image processing method based on pixel 
statistics, calculated the number of foreground pixels 

through background subtraction technique, and estimated 
crowd density by the number of pixels. Although this 
method is simple and effective, it is ineffective for high 
density crowd. Secondly, crowd analysis based on image 
processing and pattern recognition technology. In this 
category, texture features are widely used. Marana et al.[3] 

[4] have presented the crowd density estimation method of 
texture analysis. The obvious improvement of this 
method is that it solves the problem of overlapping, so 
that high density crowd can be estimated by this method. 
However, the disadvantage is obvious: the accuracy is 
very low for low density crowd. Thirdly, crowd analysis 
based on information fusion. Velastin et al.[5] used the 
Kalman filtering method to count number of people by 
the background removal technology and boundary 
technology. The last method is newly generated method. 
Antonio[6] and Donatell[7] used the method of feature 
points, and achieved better results. 

For the defects of two classical algorithms: pixel 
statistics and texture analysis, this paper comprehensively 
utilizes both advantages, and reduces the impact of 
perspective distortion by dividing the region of interest. 
This method can improve the accuracy in the whole 
density range. Furthermore, we estimate the crowd size 
for the high density and extremely high density crowd. 
Experimental results show that the proposed method can 
improve the accuracy in the whole density range. 

The rest of the paper is organized as follows. In section 
2 we give the proposed approach. Experimental results 
are given in the section 3. And in the section 3, we 
compare our algorithm to two classic algorithms. Section 
4 concludes with applications, limitations and future 
work. 

II.  OUR METHOD 

Firstly, after inputting video, we extract the foreground 
image through Gaussian mixture model, and then process 
foreground image; the processing includes filtering noise 
through median filtering and morphological operations. 
Secondly, estimate the number of people after dividing 
the region of interest. The specific statistical methods are: 
give a preliminary judgment for the crowd density 
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through the number of foreground pixel. For different 
density, we use the method of pixel statistics or GLCM 
texture analysis to extract crowd feature. And then use 
linear regression to estimate the number of the crowd. 
Finally, add the number of each region and then estimate 
crowd density. It is worth mentioning that we estimate 
the crowd size for the high density and extremely high 
density crowd. 

A.  Pixel feature 
The property of the pixel statistic is the earliest feature 

to be used for crowd density estimation, and it is a very 
effective feature. The basic idea of this algorithm is: the 
denser crowd, the greater proportion of the foreground 
image. Researchers considered that there is a linear 
relationship between the number of foreground pixel and 
number of people in the scene. Pixel features usually are: 
the foreground image area, perimeter, and edge pixels, 
and so on. 

Pixel statistical algorithm is relatively intuitive, easy to 
understand, low computational complexity, the 
relationship between the number of people and pixel 
feature is relatively simple after preprocessed, easy to 
train, and the generalization ability of classifier or 
function relationship is very well after training. However, 
the pixel statistical algorithm has some problems: 
foreground image segmentation algorithm is not ideal, 
and needs to correct the weight of extracted pixel due to 
the impact of perspective distortion, has bad result in high 
density crowd. 

In this paper, this pixel statistical method is used to 
give the initial judgment of crowd density, and estimate 
the crowd density of extremely low density, low density, 
and medium density.  

B.  Texture feature 
The pixel is very important feature among crowd 

density estimation, but the accuracy is very low for more 
serious occlusion area. To solve this problem, Marana 
proposed texture analysis algorithm. Different density 
crowd has different texture pattern for texture analysis. 
Images of low density crowds show coarse texture, while 
images of high density crowds show fine texture. The 
calculation of GLCM texture features is a common and 
effective method. In this paper, this texture method is 
used to estimate the crowd density of extremely high 
density and high density. 

GLCM is a second-order statistical method, which can 
be thought of as second-order joint conditional 
probability density function ( , | , )p i j d θ . Describe the 
image along a certain direction θ  , separated by a certain 
distance as the element d, the frequency of gray level of 
the pixel i and j that is elements of the matrix. Where 
, 0,1,2,..., 1i j N= −  and N  is gray level of the image. 

Generally, as data of GLCM is very large, GLCM is not 
used directly as texture features during the feature 
classification. Some researchers build some statistics 
based on its classification as texture features. Marana [8] 
used different image texture features and classifier made 
a detailed study for such an estimation method based on 

classification, drew the following conclusion: the best 
classification results provided by the two GLDM 
descriptors: Contrast 0°and Homogeneity 0°, achieved 
the correct classification accuracy of 85.5%. So this paper 
selects these two descriptors to estimate the crowd 
number. 

Contrast: reflects the image clarity and the depth extent 
of texture groove. The deeper the texture grooves, the 
greater the contrast is and the visual effect more clearly 
as well. In GLCM, the larger the value drifts away from 
the diagonal elements, the greater the contrast is. Low 
density crowd has high contrast than high density crowd. 
So the variation of contrast can represent the density 
information. Contrast is defined as, 
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Homogeneity: reflects the homogeneity of image 
texture, and measures how much local texture change. 
The large value illustrates that texture lack of change 
between different regions and local is very homogeneous. 
Homogeneity is defined as, 
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C.  Definition of Classification 
Polus[9] proposed crowd density from low to high is 

divided into five levels. In this paper, we reference to this 
definition, crowd density levels are defined as shown in 
TableⅠ. 

D.  Our Proposed Method 
Figure 1 shows the details of proposed method in this 

paper. In this method, 
1) Capture video, and use Gaussian mixture 

model to extract video foregrounds. For the 
foreground image, we use method of binary 
process, noise elimination by median filtering, and 
morphological operation. 

2) Set the region of interest. Since the presence of 
abnormal projection, especially in the process of 
large-scale monitoring, the effect of abnormal 
projection is particularly evident brought by the 
perspective effect. To solve this problem, this 
paper divides into four different sub-regions for 
each scene image. The sub-region division effect 
is showed in Figure 2.  

TABLE Ⅰ 
CROWD DENSITY OF EACH CATEGORY 

Classified 
level 

Extremely 
low 

density 

Low 
density

Moderate 
density 

High 
density 

Extremely 
high density

Crowd 
boundary
(people)

0-10 11-30 31-60 61-100 >100
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Figure 1. Our method.

 

Figure 2.  The image drawing of divided region. 

  

3) The initial judgment of crowd density. 

 / ( * )i iN W H T≤ . (3) 

 iN  is the total number of foreground pixels for 
the i-th region. W is the width and H  is the height 
of region. iT is the threshold of the i-th region. We 

set 1 20.17, 0.23T T= = . Since in the selected 
video, the number of region 3 and region 4 is very 
low, we do not need to give the initial judgment of 
crowd density. We use pixel statistical method to 
estimate the number of people in the two region 
directly. 
If the i-th region satisfies equation (3), we use 
pixel statistical method to estimate the number of 
people in this region, skip to step 4). Otherwise we 
use texture analysis method to estimate the 
number of people in this region, skip to step 5). 

4) Pixel statistical method. For a particular region, 
statistics the total foreground pixel of this region, 
then the number of people in this region can be 
calculated according to the corresponding fitting 
straight line.  
The fitting straight line is trained by method of a 
linear regression. According to number of 
foreground pixels and count the true number of 
people in this region artificially for each region of 
training samples, using the least squares method, 
fitting out four straight lines that the number of 
pixel corresponds to the number of people. 

5) Texture analysis method. For a particular 
region, statistics two texture descriptors (Contrast 
0°and Homogeneity 0°) of this region, then the 
number of people in this region can be calculated 
according to the corresponding fitting straight line. 
The fitting straight line, which is trained by 
method of multiple linear regressions. According 
to the two texture descriptors and count the true 
number of people in this region artificially for 
each region of training samples, fitting out straight 
lines that the two texture descriptors correspond to 
the number of people by the least square method. 

6) Add the number of the four regions through 
step 4 and 5; the result is the number of people in 
a scene. From TableⅠ , we can know that the 
number of people belongs to which density level. 
If the scene density level is high density or 
extremely high density, we continue to estimate 
the crowd size of the scene. Such as high density 
scene is 61-80 or 81-100 people, extremely high 
density scene belongs to 101-120 or more than 
120 people. 

Ⅲ.  EXPERIMENTAL AND COMPARATIVE RESULTS  

The test video is captured in the rush hour after classes. 
In the course of the experiment, each region selected 40 
images as training samples for different crowd densities. 
And 160 images of each density were selected as the test 
samples. The 160 images of high density include 61-80 
and 81-100 people each 80 images, 101-120 and more 
than 120 people each 80 images in the 160 images of 
extremely high density. We assess different performance 
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Figure 3.  The software interface. 

characteristics by comparing our experimental result with 
calibration results obtained by manual.  

A.  The software implementation  
The software was carried out in the Visual Studio 2008 

platform, using C++ programming language and 
additional open source library of video processing: 
OpenCV library. 

The interface can see from Figure 3. 

B.  The sample training results of pixel statistic feature 
For each region of 40 training samples, count the true 

number of people in this region artificially, fit out four 
straight lines that the number of pixel can correspond to 
the number of people by the least square method. 
Equation of fitting straight line is: 

 1 10.0002* 0.7428Y N= + . (4) 

 2 20.0003* 0.1703Y N= − . (5) 

 3 30.0001* 0.732Y N= + . (6) 

 4 40.0002* 0.5562Y N= + . (7) 

iN is the total number of foreground pixel for the i-th 

region, iY is the number of people in this i-th region. 

1, 2,3,4i = . 
Statistics the total foreground pixel of each region, 

then the number of people in this region can be calculated 
according to the corresponding fitting straight line. 

C.  The sample training results of texture statistic feature 
In this paper, we select two descriptors (Contrast 0°

and Homogeneity 0°) of texture feature. Count the true 
number of people in this region artificially for each 
region of 40 training samples, fit out two straight lines 
that the two descriptors can correspond to the number of 
people by the least square method. Equation of fitting 
straight line is: 

 1 11 2124.5676* 576.9581* 24.0584T X X= + − . (8) 

 2 12 2238.7057* 873.8693* 58.1259T X X= + − . (9) 

TABLE Ⅲ 
CROWD SIZE RESULTS OF HIGH DENSITY AND EXTREMELY HIGH DENSITY

Crowd size Number of 
test samples

Number of test 
samples with 

correctly classified 

Accuracy testing 
(%) 

61-80 80 67 83.75 

81-100 80 67 83.75 

101-120 80 69 86.25 

>120 80 74 92.5 

TABLE Ⅳ 
COMPARISON BETWEEN OUR PROPOSED METHOD AND THE METHOD OF 

ONLY USE PIXEL STATISTICAL FEATURE OR TEXTURE ANALYSIS 
FEATURE 

density level
Accuracy testing 
of pixel statistical 

method (%) 

Accuracy testing 
of texture analysis 

method (%) 

Accuracy 
testing of 
proposed 

method (%) 

Extremely 
low density 92.5 91.25 92.5 

Low density 84.375 78.75 85.625 

Moderate 
density 82.5 76.25 83.125 

High density 78.125 85 85 

Extremely 
high density 75 88.125 89.375 

TABLE Ⅱ 
RESULTS USING PROPOSED METHOD 

density level Number of 
test samples

Number of test 
samples with 

correctly classified 

Accuracy testing 
(%) 

Extremely 
low density 160 148 92.5 

Low density 160 137 85.625 

Moderate 
density 160 133 83.125 

High density 160 136 85 

Extremely 
high density 160 143 89.375 

 

TABLE Ⅱ 
RESULTS USING PROPOSED METHOD 

density level Number of 
test samples

Number of test 
samples with 

correctly classified 

Accuracy testing 
(%) 

Extremely 
low density 160 148 92.5 

Low density 160 137 85.625 

Moderate 
density 160 133 83.125 

High density 160 136 85 

Extremely 
high density 160 143 89.375 
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Statistics the two descriptors of each region, then the 
number of people in this region can be calculated 
according to the corresponding fitting straight line. 

D.  The experimental results 
We select 160 test samples images for each crowd 

density, the estimation of the experimental results are 
shown in Table Ⅱ. For high density and extremely high 
density, the crowd size estimation can be seen from Table
Ⅲ. 

E.  Compare with classical algorithms  
We compare our method with the method of only use 

pixel statistical feature[1] or texture analysis feature[4]. 
Their experimental results are presented in Table Ⅳ. 

As we can see from Table Ⅳ, compare with the simple 
use of pixel statistical feature or texture feature, our 
proposed method has a relatively high accuracy in the 
whole density range. The reason is that we combine the 
advantages of both. 

 

Ⅳ.  CONCLUSION 

This paper proposes an approach for crowd density 
estimation, which combines the pixel statistical feature 
and texture feature. The proposed method removed 
background with Gaussian mixture model and gave a 
preliminary judgment for the crowd density through pixel 
feature, meanwhile reduced the impact of perspective 
distortion by dividing the region of interest. The texture 
features were extracted using GLCM, and selected 
Contrast 0° and Homogeneity 0° as texture feature. 
Experimental and comparative results show that the 
method is an effective, universal method which can be 
used in a real-time crowd density estimation system. And 
this paper estimated the crowd size for high density and 
extremely high density, which was more conducive to 
group events analysis.  

Certainly, there is still much room to improve the 
accuracy. If the image contains crowd shadow and 
reflective surface, it might lead to misclassification. In 
the future, we will accelerate foreground detection 
approach and try to eliminate shadow noise in the image. 
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