
A Prototype Patterns Selection Algorithm Based 
on Semi-supervised Learning 

 
Zhehuang Huang 

School of Mathematics Sciences, Huaqiao University, 362021, China 
Cognitive Science Department, Xiamen University, Xiamen, 361005, China 

Email: hzh98@hqu.edu.cn 
 

Yidong Chen 
Cognitive Science Department, Xiamen University, Xiamen, 361005, China 

     Fujian Key Laboratory of the Brain-like Intelligent Systems, Xiamen,361005, China 
Email: ydchen@xmu.edu.cn 

 
 

            
Abstract—Semantic role labeling (SRL) is a fundamental 
task in natural language processing to find a sentence-level 
semantic representation. At present, the mainstream studies 
of semantic role labeling focus on the use of a variety of 
statistical machine learning techniques. But it difficult to 
obtain high quality labeled data. To solve the problem, we 
proposed a novel prototype patterns selection algorithm 
based on semi-supervised learning in this paper. There are 
two main innovations in this article: firstly, order parameter 
evolution is introduced to expand training data. The 
strongest order parameter will win by competition and 
desired pattern will be selected. Secondly, the must-links 
and cannot-links constraints exist in the train data is used to 
reduce the noise of extend data. The experiment results 
show the proposed method has a higher performance for 
semantic role labeling. 
 
Index Terms—semi-supervised learning, SRL, SNN, Order 
parameters. 
 

I.  INTRODUCTION 

Semantic role labeling [1] is a task in natural language 
processing consisting of the detection of the semantic 
arguments. Given a sentence and a predicate in it, the task 
of SRL is to recognize and map all the word sequences in 
the sentence into their corresponding semantic roles. 
Semantic role labeling has been widely application in 
many areas, such as information extraction [2], question 
answering [3, 4], and machine translation [5]. 

Nowadays, the main studies of semantic role labeling 
focus on the use of a variety of machine learning 
algorithm [6-8]. In traditional supervised learning 
algorithms, an initial classifier is trained on the large-
scale labeled corpus. Then the classifier is used to 
classify the unlabeled test data. Pradhan and Kadri 
Hacioglu [9] proposed an algorithm based on Support 
Vector Machines. Llu´ıs M`arquez [10] presents a 
semantic role labeling system based on AdaBoost. 
Maximum entropy classier [11-13] is used in semantic 
role labeling system, which takes syntactic constituents as 
the labeling units. 

It requires many labeled data according to the method 
described above. But in many practical applications, it is 
difficult to obtain high quality labeled data, which 
involves much human labor and is time-consuming. 
Semi-supervised learning [14, 15] is a new issue in the 
field of pattern recognition and machine learning in 
recent years. It is mainly focus on how to use a small 
amount of labeled data and unlabeled data to train 
classifier. Semi-supervised learning can reduce the 
annotation cost, improve the learning performance, and 
have very important practical significance. 

At present, semantic role labeling method based on 
semi-supervised learning faces the following problems :(a) 
how to extend the labeled data? It is essential to propose 
an effective extend algorithm.(b), how to reduce noise? 
The noise will increase in the procedure of extending 
labeled data. So it is important to choose an effective 
noise edit method. Based on the above ideas, we proposes 
a prototype patterns selection algorithm based on semi-
supervised learning in this paper. Its main idea is as 
follows: we firstly construct an initial integration 
classifier based on SNN. Then we extend the train data 
using order parameter threshold. Finally, reduce the noise 
of extend data by the must-links and cannot-links 
constraints exist in the train data. 

This paper is organized as follows. Firstly, an 
integrative Semantic role labeling method based on 
synergetic theory is introduced. Secondly, a prototype 
patterns selection algorithm based on semi-supervised 
learning and a noise filter algorithm based on pair-wise 
constraints is presented. Finally some experimental tests, 
results and conclusions are given on the systems. 

II.  AN INTEGRATIVE SEMANTIC ROLE LABELING METHOD 
BASED ON SYNERGETIC THEORY 

SNN model is a top-down network proposed by Haken 
in the late 1980s [16]. Synergetics is a comprehensive 
subject which reveals the discipline of the evolution of 
cooperative system from disorderly to orderly. 
Collaborative system is composed of many subsystems, 
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which can self-organize into open system with ordered 
structure.  

At present, the main research focus on setting of 
attention parameter [17], the selection of prototype 
pattern vector [18, 19], and reconstruction algorithm of 
order parameters [20, 21] and so on. 

A dynamic equation can be given for a unrecognized 
pattern q: 
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, Where q  is the status vector of input pattern with initial 
value 0q , kλ  is attention parameter, kv  is prototype 

pattern vector. kv+  is the adjoint vector of kv  that 
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Corresponding dynamic equation of order parameters is  
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Figure 1 shows the network structure of synergetic neural 

network. 

The role labeling procedure can be viewed as the 
competition progress of many order parameters. A 
method for semantic role labeling using synergetic neural 
network (SNN) technique is presented as algorithm 1. 

 

 
(1) Obtain feature vectors from the train corpus and test 

corpus, construct test pattern ( 1, 2 )lq l = L  and 

possible roles ( 1, 2 )kR k = L . 

(2) Calculate the order parameter of lq . 

(3) Find the N-best candidate role 1 2( , , )l l lNbestR R RL  

of ( 1, 2 )lq l = L  

(4) Combination of all possible roles of ( 1, 2 )lq l = L , 
obtain all the possible roles chains, and calculate the 
corresponding probability. 

 (5)Set the attention parameters ,B C  and non- attention 

parameter kλ . 
(6) Obtain the best roles chain through the evaluating of 

order parameter equation. 

 
Algorithm 1.The semantic role labeling based on 

Synergetic Neural Network 
 

 

 

 

 

 

 

 
 
 
 
 
 
 

 
  

 
 

 

III.  PROTOTYPE PATTERNS SELECTION ALGORITHM 

The basic principle of synergetic neural network is that 
the pattern recognition procedure can be viewed as the 
competition progress of many order parameters. The 
Semantic role labeling architecture based on SNN is 
shown in Figure 2.  

At present, most of supervised learning methods can 
achieve better results in large-scale labeled training data 
application. But it is difficult to obtain labeled data in 
practical applications. Semi-supervised learning is a new 
machine learning method which make use of both labeled 
and unlabeled data[22,23] , such as a small amount of 
labeled data with a large amount of unlabeled data. In this 
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paper, we proposed a semi-supervised method based on 
SNN.  

Firstly, an initial classifier with a certain accuracy rate 
was constructed based on small-scale labeled data to 
predict some new candidate instances from unlabeled 
data. Secondly, order parameters[24,25] was applied by 
setting different value to expand training data .New 
instances with higher credibility from candidate instances 
were selected to add to the training data. Finally, the 
training classifier was re-iteration with the expanded 
training data until classifier performance tended to stable, 
and iteration termination. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 
The semi-supervised method based on SNN  is shown 

as follow: 
 
(1). Select the initial prototype pattern, build the initial 

classifier with a certain accuracy rate. 
(2). Expand prototype pattern based on SNN. 
a) Calculate the order parameter; 
b) Find out the N-best candidate role; 
c) Obtain the best roles chain through the evaluating of 

order parameter equation. 
(3). Reiteration with the expanded train data until 

classifier performance tend to stable. 
 

Algorithm 2. Semi-supervised prototype pattern      
selection based on SNN 

IV. NOISE FILTER OF PROTOTYPE PATTERNS 

Probabilistic latent semantic analysis (PLSA) [26] 
which evolved from latent semantic analysis is a 
statistical technique for the analysis of co-occurrence 
data. PLSA has widely applications [27-29] in 
information retrieval, natural language processing, 
machine learning and Image Classification [30-32]. Must-
link and cannot-link constraints are used in PLSA and 
supervised Clustering. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

A.  Problem Definition  

 Supposed 1 2{ , }mD d d d= L  is prototype pattern 

and 1 2{ , }nT t t t= L  is test pattern from the train corpus 

and test corpus. ( 1, 2 )kR k = L  is possible roles. We 
encode these two kinds of constraints as follows: 

1 ( | ) ( | ).................(1)i j
l l

r

f p d r p d r=∑  

Note that ( | )i
lp d r ( | )j

lp d r  represents the 

probability that two documents i
ld and j

ld generated by 

same role r  , and 1f denotes the probability that two 

prototype pattern i
ld and j

ld  are on the same role. 
In the same manner, the cannot-link constraint as 

follows: 

Training corpus 

Test pattern 

Evaluating  

Test corpus 

Order parameters  

Prototype pattern 

Roles chains  

Marked pattern 

Parameter 
optimization 

Fig .2. Semantic role labeling architecture based on SNN 
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Where 2f denotes the probability that two prototype 

pattern i
ld and j

ld  are on the different roles. 

Considering the two constraint 1f  and 2f  at the same 
time,  the objective function can be expressed as follows. 
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Here 1α  and 2α  are the parameters to set the weights 

for the must-link and cannot-link constraints. 
( ) ( | )( | ) .................(4)
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i
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The Overall constraint is  shown in Figure 3. 
 
 
 
 
 
 
  
 
 
 

Fig .3. The Overall constraint 
 
 

The Semi-supervised prototype pattern selection is 
shown in Figure 4.  

With the introduction of a large amount noise of 
unlabeled corpus, the performance of the classifier will 
significantly decrease. 

So the noise filter is necessary.  We find there are 
some constraint conditions in the unlabeled corpus, such 
as must-link and cannot-link constraints, which provided 
the possibility for out proposed noise filter. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

B. Noise Filter 
 
The noise filter algorithm based on the must-links and 

cannot-links constraint is shown as follow. 
 
Input: Prototype pattern 1 2{ , }mD d d d= L , test 

pattern 1 2{ , }nT t t t= L  and possible roles 

( 1,2 )kR k = L ; 
1) An initial classifier C  with a certain accuracy rate 

was constructed based on small-scale labeled corpus. 
2 ） Calculates (0)L  using Equation （ 3 ） ,and 

Calculates ( | )p r d  using Equation （4）; 
3）Loop performs the following steps, until meet 

certain degree of accuracy： 
For each it T∈  Do 

di r dj 

P(r) 

P(di|r) 

Order parameters 
 

Test corpus

         
 

 

Train corpus 

New instances  

Prototype pattern selection 

Integrated classification

Iteration termination?  

Final classifier 

Fig .4. Semi-supervised prototype pattern selection  

Y

N 
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Step1: Combination of all possible roles of 
( 1,2 )lt l n= L , calculate the corresponding order 

parameter lξ . Obtain the best roles chain through the 
evaluating of order parameter equation. 

 
Step2:  If lξ > threshold, do the following steps： 

a) Expand training data： { }, 1,2iL L t i n= + = L ; 
Noise filter： 
Calculates ( 1)L m +  using Equation （3）; 
b) If ( 1)L m + < ( )L m , 

Then { }, 1,2iL L t i n= − = L  
Otherwise：m=m+1, Go to step1; 

c) The training classifier was re-iteration with the 
expanded training data. 

4) Output the final classification results. 
 
Algorithm 3. Noise filter based on the must-links and 

cannot-links constraint 

V. EXPERIMENT 

A.  Data Description 
In this section we empirically evaluate our algorithm 

for semantic role labeling and compare it with other state-
of-the-art algorithms. 

In our experiments, we use the OntoNotes Release 2.0 
corpus [33] which is a large, multilingual richly-
annotated corpus .The corpus has been annotated with 
multiple levels of annotation, including constituency trees, 
predicate argument structure, word senses, co-reference, 
and named entities. 

The corpus has English, Chinese, and Arabic portions, 
and we just use the English portion, which has been split 
into four sections: broadcast conversation (bc), broadcast 
news (bn), magazine (mz), andnewswire (nw).  

The corpus used is shown as Table 1. 
 
 
 
 
 
 

TABLE 1 
ONTONOTES CORPUS 

 

 
 
 
 
 
 

 
The features are listed in Table 2 
 

TABLE 2 

THE FEATURES 
ID Feature  

name 
Description 

1 ID Token 
counter 

2 FORM Word form or 
punctuation 

symbol 
3 LEMMA Predicted 

lemma of 
FORM 

4 GPOS Gold part-of-
speech 

5 PPOS Predicted 
POS tag 

6 SPLIT_FORM Tokens split 
at hyphens and 

slashes 
7 SPLIT_LEMMA Predicted 

lemma of 
SPLIT_FORM 

8 PPOSS Predicted 
POS tags of the 

split forms 
9 HEAD Syntactic 

head of the 
current token 

10 DEPREL Syntactic 
dependency 

relation to the 
HEAD 

11 PRED Rolesets of 
the semantic 

predicates in this 
sentence 

12+ ARG Roles 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

The roles set are listed in Table 3  
 
 

ABC  0001-0059 
CNN 0001-0437 
MNB 0001-0025 
NBC 0001-0039 
PRI 0001-0032 
VOA 0001-0265 
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TABLE 3 

ROLES SET 

 
 

 

B.  Experimental Results and Analysis 
We used precision, recall and F1 values as evaluation 

indicators. 
21 precision recallF

precision recall
× ×

=
+

. 

 
 For comparison, we use three strategies: 
① Baseline: Integrative semantic role labeling method 

based on synergetic theory; 
② SNN expansion algorithm: Prototype patterns 

selection algorithm based on SNN without noise filter; 
③  Expansion with noise filter: Prototype patterns 

selection algorithm based on SNN with noise filter. 
 

 
 
Algorithm                        Threshold 
                                

                            0.9             0.7                0.6                               
①                              65%           65%              65% 

      ②                              65.2%        66.4%           65.9% 
      ③                              66.1%        66.9%           67.2% 

   
Table 4 The performances of the semantic role 

labeling system based on different method.    
The results showed, without noise filter, the noise 

increase when extending data. When the threshold was 
0.9 and 0.7, the accuracy rate is improved. But when the 
threshold is 0.6, the introduction of noise is too much, the 
accurate rate declines. With noise filter, the accuracy rate 
increases obviously. So the method proposed in this paper 
is effective. 

Experimental evaluation shows that our proposed 
algorithm can improve the performance of semantic role 
labeling significantly. 

VI. CONCLUSION 

In this paper, we proposed a prototype patterns 
selection algorithm based on semi-supervised learning 
and a noise filter algorithm based on pair-wise constraints. 
The experiment results show the integrative method have 
a higher performance for semantic role labeling , and 
provide a good practicability and a promising future for 
other natural language processing tasks. We will do 
further investigation to inspect the inherent constraint 
among train data, and apply it to other areas. 
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