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Abstract—Recently, the recognition of occluded facial 
expressions attract more and more people’s attention. 
Sparse representation based classification (SRC) method 
gives good performance on face recognition (FR) and facial 
expression recognition (FER), well-known for its robustness 
to occlusion. Histograms of Oriented Gradient (HOG) 
descriptors are very efficient to represent the shape 
information of different facial expressions and robust to 
various illumination. Since, this paper proposes a novel 
method by using HOG descriptors conjunction with SRC 
framework for FER. Experiment results show that the 
proposed method gives better performance than the existing 
state-of-the-art methods. Furthermore, the proposed 
method is not only robust to assigned occlusions, but also to 
random occlusions. 
 
Index Terms—facial expression recognition, local patch, 
HOG descriptors, Sparse representation based classification 
(SRC), assigned occlusions, random occlusions 
 

I.  INTRODUCTION 

Automatic facial expression recognition (FER) is very 
important in the area of computer vision. FER has been 
widely used in many applications of Human-computer 
interaction. For example, FER technology has been used 
to classify your expressions and make the computers or 
robots response to your expressions. In psychology, 
human facial expressions are categorized into six classes 
of expressions (happiness, sadness, disgust, surprise, 
anger and fear) [1]. Most of automatic facial expressions 
analysis work focuses on classifying an input face image 
as one of those six basic expressions [2-10] [23-25]. The 
common process of those methods consist of two steps: 
the first step is extracting features; the second is using 
learning method or classifying method to build classifiers 
based on those features. The results show good 
performance when solving FER problem upon clean face 
images. 

Although most facial expression recognition methods 
show good performance on clean face images, occlusions 
still remain a challenge problem when solving FER 
problems. There’re two strategies to solve occlusion 

problems. The first strategy is dividing face image into 
local patches and extracting features based on these 
patches [11].The other is use robust classifier such as 
Sparse Representation based Classification (SRC) [12-15]. 
The proposed methods in [11] and [15] are the latest 
methods to solve occlusion problems in FER. In paper 
[11], they first divide face image into local patches and 
extract Gabor feature in each patches, the final judgment 
is made by using NN classifier. There are two problems 
in this method. First, Haar feature is proved to give better 
performance than Gabor feature when recognizing face 
components [16]. The other is that SRC method is proved 
to show better robustness than NN when solving 
occlusion problems [17]. In paper [15], their success is 
strongly dependent on precisely extracting the regions of 
eyes and mouth. But accurate face component detection is 
very difficult [2]. 

As mentioned above, the suitable strategy for robust 
automatic FER needs to contain three processes, the first 
is dividing face image into local patches, the second is 
extracting illumination invariance features based on these 
patches, the third is using SRC framework as the final 
classifier. Although Haar feature is good for face 
component recognition, it is not robust to illumination 
variance. HOG descriptors can extract efficient shape 
information of different facial expressions and well-
known for its illumination invariance [18]. Since, one 
advantage of this paper is proposing a novel method to 
classify facial expressions based on HOG descriptors and 
SRC framework. The experiment on Cohn-database [19] 
show that the proposed method is outperforms existing 
methods for FER and robust to occlusion. Our experiment 
also shows that the strategy of extracting HOG 
descriptors is quite affecting the success of proposed 
method. Since, the strategy of extracting HOG descriptors 
is another advantage of this paper. In our experiment, we 
test the proposed method on face image with eye 
occlusion, mouth occlusion and random occlusion. In 
practical FER, we don’t know which part of the face is 
occluded. So, the robustness to random occlusion is very 
significant. 
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Figure 1. The general process of extracting HOG descriptors. 
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Figure 2. Examples of six segmentation strategies 

Briefly, the main contributions of the paper are: 
(1)Facial expressions classification process is 

automatic and does not need selecting ROIs(Regions of 
interest) for each face image. 

(2)We use HOG descriptors conjunction with SRC 
framework to solve FER problems. The proposed method 
gives better performance on clean and occluded face 
images than the existing method based on SRC such as 
RAW+SRC, PCA+SRC. 

(3)We test our method on random occluded facial 
expression images. Random occlusion problem is more 
difficult than other occlusion problems for FER method 
to solve. 

The rest of the paper is organized as follows. Section 2 
introduces the strategy of HOG descriptor extraction. 
Section 3 introduces Sparse Representation based 
Classification. Section 4 introduces the proposed method 
in this paper. Section 5 shows the experiment results. 
Section 6 concludes the paper. 

II. HOG DESCRIPTORS EXTRACTION STRATEGY 

As mentioned in [18], the general process of HOG 
descriptors can be described as Fig. 1. 

As shown in Fig.1, it can be seen that HOG descriptors 
extract shape information of face images. In the fourth 
step of process, HOG descriptor execute contrast 
normalize over spatial blocks. Since HOG descriptor is 
gray-level invariance. The main procedure which 
affecting the success of FER is step 3. In step 3, the 
partition of spatial cells and selection of orientation bins 
are the most important. In [20], face component region is 
dividing into eight cells with no overlap between 
neighboring cells. As mentioned in [2] and [11], two 
neighboring cells of face image are interrelated. This 
relationship will help classifier to give more efficient 
performance when solving FER problem. So, they divide 
face image into local patches and each patch is 50% 
overlapping with neighboring patch. It is hard to say 
which segmentation is better, so we choose six separation 
strategies in this paper. As shown in Fig.2, our 

experiment image is normalized to the size of 64×64. The 
six segmentations are: (1) face images are divided into 
961 cells , cell size is 4×4 and neighboring cells are 50% 
overlapping; (2) face images are divided into 256 
cells ,cell size is 4×4 and neighboring cells are no 
overlapping; (3) face images are divided into 225 cells, 
cell size is 8×8 and neighboring cells are 50% 
overlapping; (4) face images are divided into 64 cells, 
cell size is 8×8 and neighboring cells are no overlapping;  
(5) face images are divided into 49 cells, cell size is 
16×16 and neighboring cells are 50% overlapping; (6) 
face images are divided into 16 cells, cell size is 16×16 
and neighboring cells are no overlapping. 

Another important parameter is orientation bin 
numbers. In the application of human detection, “fine 
orientation coding turns out to be essential for good 
performance” [18].But facial expression is a six-class 
classification problem, redundant information may 
influence the result of FER. So, we choose six bin 
numbers N=2, 6,8,9,12,18 with space range [0,360]. The 
rest parameters are described as below: (1) We calculate 
the orientation gradients by using 3×3 Sobel mask 
without Gaussian smoothing; (2) Each spatial block 
contains four cells; (3) we use L2-norm method to 
implement block normalization. The experiment result in 
section 5 shows that the best selections of parameters are: 
(1) cell size is 4×4 and neighboring cells are 50% 
overlapping; (2) The bin number N=9 which spaced over 
[0,360].      

III. SPARSE REPRESENTATION BASED CLASSIFICATION  

Essentially, sparse representation is representing a 
signal y by using a dictionary { }ntttT …,, 21= .The 
weights x corresponding to T is calculated by solving an 
l1-minimization problem: 

 yTxtsx =..min
1

 (1) 

As proposed in [12], examples of six expression 
classes are available and used to construct a training set 
when solving FER problems. Each example may be 
holistic face image features (eg. Eigenfaces[17]) or 
feature vector extracted from the facial expression images 
(e.g. Gabor features[12]). Assume that each expression 
class contains ni(i=1,2,3,4,5,6) examples where i denote 
the number of class. So we can construct a dictionary T 
from the training set:  

{ }654321 ,,,,, TTTTTTT =  { }i
n

ii
i i

tttT ,,, 21 "=         (2) 

Where iT  represents a set of examples belongs to the 
ith class and n = n1+n2+n3+n4+n5+n6. If there is a test 
sample y, according to the SRC framework, we represent 
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y as a sparse linear combination of elements from 
dictionary T: 

 666
1

6
1

111
1

1
1 6611 nnnn tαtαtαtαy """ ++++=   (3) 

In the ideal case, y will only represent by the elements 
of one class in the dictionary T which y belongs to. So 
formation (3) can be rewritten as:   

 0Txy =   (4) 

where [ ],0,,,,,0,0,0 210 ……… i
n

ii

i
αααx = a coefficient 

vector is whose entries are zero except those associated 
with the ith class. Since the linear representation is sparse 
and can be obtained by solving formation (1), it means 
that the 0x  can be calculated by solving an l1-
minimization problem as shown in formation (5): 

yDxtsx =..min
1

 (5) 

In practical, y can’t be ideally represented by the 
elements of ith class in dictionary T. So, we need to 
calculate six reconstruct value ( )xδT i  where 
( ) ],0,,,,,,,0[ 21 …"… i

n
ii

i i
xxxxδ =  and compare the value 

of residual between each ( )xδT i  and y. Finally, the 
classification decision can be obtained by formation (6). 

 ( )
2

minarg)( xδTyyidentify ii −=   (6) 

As mentioned in [17], SRC can solve two problems: 
occlusion and corruption. When a face image y′  with 
corruption or occlusion, it can be seen as consist of a 
clean face image 0y and a noise model e : 

 eyy +=′ 0  (7) 

When use SRC to classify the image y′ , formation (7) 
can be rewritten with considering of formation (4): 

 0
0

0
00 ],[ ωB

e
x

ITeTxeyy =⎥
⎦

⎤
⎢
⎣

⎡
⋅=+=+=′   (8) 

Where B = [T, I], so we can use formation (5) to solve 
formation (8): 

 yωBtsω ′=..ˆmin
1

 (9) 

For [ ]exω ˆ,ˆˆ =  is computed by formation (9), formation 
(6) can be rewritten as: 

 

( ) ( )
( )

( )
20

2

2

]ˆ[minarg

]ˆ[minarg

]ˆ,ˆ[minarg)(

xδTy

xδTey

eδxδTyyidentify

ii

ii

iii

⋅−=

⋅−−′=

⋅−′=′

 (10) 

So, SRC will recover a clean image from the 
dictionary which compensates the noise model of 
corruption and occlusion. 

IV HOG DESCRIPTORS CONJUNCTION WITH SRC 

As mentioned above, there’re three key points need to 
consider when designing a FER method for solving 
occlusion problems: (1) Segment face image into local 
patches; (2) Find a suitable feature transformation based 
on these patches; (3) Use SRC as classifier. In [11], 
Gabor feature was extracted based on local patches. But 
[16] demonstrates that haar-like feature is better than 
Gabor features for expression recognition. However 
haar-like features is not gray-level invariance, so it need 
preprocessing such as global histogram equalization 
[2].But local histogram equalization seems more 
suitable than global histogram equalization for texture 
recognition [22].As mentioned in section II, the process 
of extracting HOG descriptors has considered local 
histogram equalization. Since, this section we proposed 
a novel method based on HOG descriptors and SRC 
framework. The proposed method is consisting of three 
components. First, face images are divided into 961 
local patches and the neighboring patches are designed 
to have 50% overlapping; Second, HOG descriptors 
features are extracted based on these local patches, 
finally SRC framework was used as classifier to 
recognize facial expressions. This algorithm is shown in 
Table I: 

V  EXPERIMENT 

Experiments are conducted on the Cohn-Kanade facial 
expression database [19]. We selected 339 image 
sequences from 94 subjects. Table II shows the sequence 
numbers of each expression used in the experiment. We 
select the last three frames of each sequence to organize 
our dataset and normalize the entire dataset to 64×64 
pixels by using the same method as [2].  

The validation in our experiment is person-
independent. We randomly select 66% subjects to 
organize the dictionary and the rest subjects are used as      
test samples. This validation method is the same as [2]. 
All the programs are implemented by using MATLAB 
and experiments are conducted on the computer with 
3.00GHz Intel CoreTM Quad processor and 8GB 
memory. L1_ls Toolbox [21] is used to solve l1- 
minimization problem and λ  is 0.001. 

TABLE I.   
THE ALGORITHM OF HOG+SRC METHOD 

1. Input: 1. A test sample y 
2. An dictionary D which constructed by training samples from six 
expression classes 
Step 1: Calculate the gradients of test sample y.  
Step 2: Divide y into 961 local patches and extract HOG descriptors 
features based on these local patches to obtain a feature vector. The 
feature transformation can be seen as linear projection. We use P to 
represent this projection. 
Step 3: Appling P to both side of formation (4): 
                        xDPyP ⋅⋅=⋅                                                    
Step 4: Calculating the x  by solving l1-minimization problem: 

PyPDxtsx =..min
1

                                   

Step 5: Judging the class where test sample y belongs to: 
( )

2
minarg)( xδPDPyPyidentify ii −=                 
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Figure 3. Recognition rates based on different parameters 

 
 (1)       (2)          (3)          (4)         (5)         (6) 

Figure 4. Examples of face image with assigned occlusion. (1) Eye 
occluded with small occlusion. (2) Eye occluded with medium 

occlusion. (3) Eye occluded with large occlusion. (4) Mouth occluded 
with small occlusion. (5) Mouth occluded with medium occlusion. (6) 

Mouth occluded with large occlusion. 

A.HOG Descriptors Parameter Selection 
As mentioned above, we need to find a suitable face 

image segmentation strategy and orientation bin numbers 
for HOG descriptors. We research six segmentation 
strategies (as shown in section II) and six bin numbers. 
Fig. 3 shows the results of different parameter selection. 
It can be seen that when face images are divided into 961 
local patches and bin number set to 9, the experiment 
result is the best. The best accurate rate is 94.1%. 

B. Experiment on Clean Face Image 
In this part, we test our proposed method (HOG+SRC) 

on our dataset without any occlusion on face image. 
Table III shows the confusion matrix of our proposed 
method. 

There is an issue we need to focus on: Is the proposed 
method more efficient than the exist methods based on 
SRC framework? Since, we implement four automatic 
FER methods based on our dataset and the results are 
shown in Table IV. For example, RAW+SRC [12], 
Gabor+SRC[12], Eigen+SRC [12], LBP+SRC[13].  

We also compared the proposed method to other 
automatic FER methods. The results are shown in Table 
V. But in table V, the results are not directly comparable 
due to different normalize methods, validation methods, 
and so on. However, those methods are person-
independent automatic FER approaches. So, we can say 
that our proposed method is efficient when solving 
person-independent FER problem through the 
comparison.  

C. Experiment on face image with assigned occlusion 
In this paper, we occlude eyes region and mouth region 

of face image to test our proposed method. As shown in 

Fig.4, there’re three degrees of occlusion such as small 
occlusion, medium occlusion and large occlusion.  

We also implement four FER methods based on SRC 
on our dataset. As shown in table VI, it can be seen that 
our proposed method can still reach an accuracy rate of 
85.12% when solving large occlusion of eye. And the 
performance of our proposed methods is better than those 
four methods based on SRC. From table VI, we can see 
that mouth occlusion problem is more difficult than eye 
occlusion problem for our method to solve. 

TABLE II. 
SEQUENCE  NUMBERS OF EACH EXPRESSION USED IN THE 

EXPERIMENTS 

Anger Fear Happiness Disgust Sadness Surprise 

38 54 75 37 60 75 

 

TABLE III. 
THE CONFUSION MATRIX (%) OF OUR PROPOSED METHOD BASED ON 

OUR DATASET 

 Anger Disgust Fear Happi- 
ness Sadness surprise

Anger 84.62 0 0 0 15.38 0 
Disgust 0 93.33 0 0 6.67 0 

Fear 0 13.33 86.67 0 0 0 
Happi-

ness 0 0 0 100 0 0 

Sadness 0 0 0 0 100 0 
Surprise 0 0 0 0 0 100 

TABLE IV. 
PERFORMANCE ON OUR DATASET  

Methods Accuracy(%) 
RAW+SRC 85.70 
Gabor+SRC 81.34 
Eigen+SRC 80.32 
LBP+SRC 59.34 

Ours 94.1 
 

TABLE V. 
COMPARISON WITH DIFFERENT APPROACHES ON THE CK DATABASE 

 Subjects Classes Measures Rate(%)
[2] 96 6 — 92.3 
[3] 96 6 10-fold 92.1 
[4] 90 7 — 93.3 
[5] 97 6 — 93.8 
[6] 97 6 5-fold 90.9 
[7] 90 6 — 93.66 
[11] 94 7 10-fold 91.51 
ours 94 6 — 94.1 
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(1)           (2)             (3)             (4) 

Figure 5. Examples of face image with random occlusion. (1) 
Random occluded with 10×10 block, (2) Random occluded with 15×15 
block, (3) Random occluded with 20×20 block, (4) Random occluded 

with 25×25 block, 

D. Experiment on Face Image with Random Occlusion 
In practical FER, random occlusion must be 

considered. In this section, we conduct four experiments 
to study the performance of proposed method when 
solving random occlusion problem. In each experiment, 
we use a block with different size to occlude all our test 
samples and the position of occluded part is random 
distributed on the face image. These four block sizes are 
10×10, 15×15, 20×20 and 25×25. Fig.5 shows some 
examples of random occlusion with different block.  

As shown in Table VII, it can be seen that the accuracy 
rate of proposed method can still reach 80.12% when 
using 25×25 block random occlusion. Since, the proposed 
method is robust to random occlusion.  

VI CONCLUSION 

In this paper, we find a suitable feature for SRC 
framework to solve facial expression recognition. HOG 
descriptors can not only solve the various illuminations, 
but also extract efficient shape information for FER. So 
we propose a new method: HOG+SRC. Experiments on 
the CK database show that the proposed method is 
efficient and robust to assigned and random occlusions. 
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