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Abstract—Recently Zhang et al. proposed a hierarchical 
identity-based encryption scheme which is the first efficient 
scheme where both ciphertexts and private keys achieve 
O(1)size, and is the best trade-off between private key size 
and ciphertext size at present. However, in this paper, it will 
be pointed out that their scheme exists an ambiguity or 
shortcoming which makes their scheme be insecure or non 
identity-based. Then,  in order to overcome this problem, an 
improved hierarchical identity based encryption scheme is 
proposed with the same efficiency with Zhang et al.’s 
scheme (the private keys and ciphertexts of O(1)size). And, 
the security proof of the improved scheme also is given in 
the selective-identity model. 
 
Index Terms—HIBE, selective-identity model, identity-based 
encryption, security analysis, constant size 
 

I.  INTRODUCTION 

In a basic ID-based encryption (IBE) proposed by 
Shamir[1], there is a single trusted server, private key 
generator (PKG), responsible for computing the private 
key of each user based on his public key. However, using 
a single PKG is not practical in large scale, so Gentry-
Silverberg [2] extended ID-based encryption to 
hierarchical ID-based encryption (HIBE). The notion of 
the hierarchical ID-based encryption reduces the 
workload of the root PKG by delegating the private key 
generation task to lower level entities, i.e., PKGs who 
have already obtained their private keys. Due to the 
hierarchical property of HIBE, it is applied in many areas 
where there are hierarchical administrative issues, such as 
large companies or e-government systems. Recently 
HIBE also are applied to Health Record System [3] and 
cloud computing [4]. 

 

 From the first introduction of Gentry-Silverberg, 
many works have been done on HIBE and many HIBE 
schemes were proposed [5-17]. However, Zhang et al. [13] 
pointed out that all previous these schemes have the 
common drawback that the private key or the cipher text 
depends on the hierarchy or the maximum hierarchy. In 
order to overcome the drawback, Zhang et al. recently 
(2012) proposed a new HIBE scheme based on pairings 
[18] that ciphertext size as well as the private-key size is 
independent of the hierarchy depth, which is the first 
scheme whose private keys and ciphertexts achieve O(1)-
size. However, in this paper, we will point out that Zhang 
et al.’s scheme exists a shortcoming which makes their 
scheme be insecure or non based on identity. In order to 
solve this problem, we propose an improved scheme 
which can overcome the drawback with almost the same 
efficiency that the private key and the ciphertext size are 
independent of the hierarchy depth.  

II. PRELIMINARIES 

A.  Blinear Map 
Let G and TG be a cyclic addictive group and a cyclic 

multiplicative group with prime order p respectively, e  
be a mapping: G × G → TG which satisfies the 
following three propertied: 

(1) Bilinear: for all u , v ∈ G and a , b ∈ pZ   
),( ba vue = abvue ),( . 

(2) Non-degeneracy: ),( gge ≠ 1. 
(3) Computability: for all u , v ∈ G , there exists an 
efficient algorithm to compute ),( vue . 

B.  Hierarchical Identity-Based Encryption (HIBE) 
In the subsection, we will show the concept of an 

HIBE scheme. Based on the [6], a l -level HIBE consists 
of four algorithms: Setup, Key generation, Encryption 
and Decryption, where l denotes the maximum level of 
an HIBE. 
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Setup: Input a security parameter k , and return the 
public system parameters params and the secrete master 
key msk which only is known by the private key 
generator (PKG). 

Key generation: Input a k -level identity ID = ( 1v ,…, 
kv )(1≤ k ≤ l ) and the private key of k -1 level identity, 

and return a private key IDd of identity ID . If k =1, then 
the private key of ID is generated by PKG; If k >1, then 
the private key of ID  is generated by PKGi-1 using the 
private key of k -1 lever identity. 

Encryption: Input an i -lever identity ID and a 
message M , return a ciphertext C . 

Decryption: Input a ciphertext C  and the private key 
of i -lever identity ID , return the plaintext message 
M or bad. 

III.  REVIEW AND SECURITY ANALYSIS OF ZHANG ET AT.’S 
HIBE 

A.  ZHANG ET AT’s Scheme 
In the subsection, we will simply review Zhang et al. 

HIBE scheme [13]. Their scheme consists of four 
algorithms: Setup algorithm, Key Generation algorithm, 
Encryption algorithm and Decryption algorithm. Assume 
that g is random generator of group G with prime 
order p , and l is the maximum length of HIBE. 

Setup algorithm: Chose randomly 2g ∈G andα , 1iα , 
2iα ,…, inα , 1iβ , 2iβ ,…, inβ ∈ pZ with 1≤ i ≤ l . Set 

PK ={ g , 1g = αg , 2g }as the public key, α
2g as the 

master key, and iMsk ={ 1iα , 2iα ,…, inα , 1iβ , 2iβ ,…, 
inβ }as the shared master key for PKGi at hierarchy 

depth i . 
Key generation algorithm:  
For the first level ID =( 1v ) where 1v =( 11v ,…, 
nv1 ), jv1 ∈{0,1}. PKG picks randomly r ∈ pZ and sets 

IDd  = ( 0d = r
12 nhgα , 1d = rg )as ID ’s private key, where 

ih1 =
jv

j
jv

j
ih

11
1

1
1

1)-1( )(
−

βα
and 10h = g  (1≤ i ≤ n ). 

For the k -th level ID =( 1v ,…, kv ) ( k ≤ l )where iv = 
( 1iv ,…, inv ), ijv ∈{0,1}. PKGi can use the private key 

'
IDd  = ( '

0d = rk
i inhg )( 1

12 ∏ −
=

α , '
1d = rg )  

of k -1 th level ID to generate the k -th’s private key  

IDd  =( 0d , 1d )=( ''
0 knhd , '

1d )=( rk
i inhg )( 12 ∏ =

α , rg ),  

where  

'
0kh = '

1d , '
kjh =

kjv
kj

kjv
kj

jkh
−

−

1
'

)1( )(
βα

, 

knh =
kiv

ki
kiv

kii
n
ig

−
=∏ 1
1 βα

. 

Encryption algorithm: The ciphertext on the message 
M is  

C = ( 0C , 1C , 2C ) 

=( sggeM ),( 21⋅ , sg , s
in

k
i h )( 1=∏ ),  

where s R∈ pZ . 
Decryption algorithm: The plaintext can be recovered 

with the private key IDd  =( 0d , 1d ) as follows:  

M =
),(
),(

10

21
0 Cde

Cde
C . 

B.  Security Analysis 
In the subsection, we will show the severe security 

weakness in the Zhang et al.’s scheme. 
From Zhang et al.’s scheme described above, we can 

find that they didn’t point out that where does the 
parameter inh come from and who computes the 

inh (1≤ i ≤ k )? In order to describe conveniently, in this 
section, we denote inh for all inh (1≤ i ≤ k ). By analyzing 
Zhang et al.’s scheme, it can be derived that inh is 
generated by the encryption user or PKGi. However, we 
will point out whoever generates inh (the encryption user 
or PKGi) will make their scheme loss of security or 
identity-based. Next is the details. 

(1) Suppose the encryption user computes inh . Then, 
the user will compute inh for every encryption operation 
on chosen kID =( 1v , 2v ,…, kv ). In this case, in order to 
compute  

inh =
ijv

ij
ijv

ij
n
jg

−
=∏

1
1 βα (1≤ i ≤ k ),  

the encryption user must first obtain ijα and ijβ (1≤ i ≤ k , 
1≤ j ≤n ). This is very dangerous, because from Zhang et 
al.’s scheme we know that ijα and ijβ  are the shared 
master keys that only are known by PKGi-1, and are used 
to generate the private key for thi (1≤ i ≤ l ) level identity. 
Once ijα and ijβ (1≤ i ≤ k , 1≤ j ≤ n ) are exposed to the 
encryption user, he/she can use the ijα and ijβ (1≤ i ≤ k , 
1≤ j ≤ n ) with a known private key IDd  = ( 0d = 

r
in

m
i hg )( 12 =∏α , 1d = rg )on the identity kID =( 1v , 2v ,…, 

mv )(1≤m ≤ k ).in advance to compute the master key  

α
2g (=

ijv
ijbijv

ijan
j

m
idd

−
=∏=∏

1
11

10 ). 

Note it is not hard for the encryption user to get a 
private key IDd , because any one PKG m (1≤m ≤ k ).can 
obtain the IDd from the upper level PKG, then PKG m can 
collude with the encryption user or the malicious user can 
directly request to PKG m for a private key IDd . With the 
master key α

2g , the encryption user can decrypt any 
cipher text. So, inh can’t be computed by the encryption 
user otherwise Zhang et al.’s scheme is insecure. 
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(2) Suppose every level PKGi computes inh on 
the kID = ( 1v , 2v ,…, kv ) respectively. In this case, all 
PKGi first use the shared master key ijα and ijβ  
(1≤ j ≤ n ) to compute inh , then publish it publicly. 
According to the encryption process of Zhang et al.’s 
scheme C = ( sggeM ),( 21⋅ , sg , s

in
k
i h )( 1=∏ ), the 

encryption user can directly use only the published inh  
and ( 1g , 2g ) to generate the cipher text C = 
( sggeM ),( 21⋅ , sg , s

in
k
i h )( 1=∏ ) on the message M  

without needing to know the identity kID = ( 1v , 2v ,…, 
kv ). In this case, the encryption user can’t know which 

identity is the real identity kID used to generate the 
ciphertext C = ( 0C , 1C , 2C ). Thus, a malicious enemy 
can issue that inh ’s corresponding identity is '

kID (≠ kID , 
the malicious enemy know the private key of '

kID ) not 
kID because there is not any banding between 

inh and kID . Thus, the encryption user generates a 
ciphertext C =( 0C , 1C , 2C ) on the uncorrect identity 

'

kID (≠ kID ), but he/she believe that C is on kID . 
Thus, the malicious enemy can decrypt the ciphertext 

C with the private key of '

kID . This problem is very 
severe. The main reason is because that the encryption 
process of Zhang et al.’ scheme don’t need to use 
decryption user’s identity kID , so the encryption user 
can’t distinguish the real identity from the parameter inh , 
unless every level PKGi makes a certification that binds 
the identity iv and corresponding parameter inh or the 
encryption user timely access every level PKGi to get the 
real inh corresponding with iv of an identity when he/she 
make a encryption operation. Both of them all are not a 
good idea. For one method, the encryption user must get 
the certification to verify inh ’s authenticity before the 
encryption user encrypt, which make the identity based 
scheme change into traditional certification based scheme 
which is in the contradict with the paper’s goal. For two 
method, PKGi will compute inh for every different 
identity iv  (1≤ i ≤ k ) of any height identity kID  
(1≤ k ≤ l ) and all level PKG must be online to support the 

inh access operation from every encryption user, it will 
largely increase the cost and also is in the contradict with 
identity based scheme where encryption user can directly 
use the decryption user’s identity information as the 
public key without accessing PKI or others. So, PKGi 
also can’t compute inh otherwise Zhang et al.’s scheme is 
non identity based. 

IV. IMPROVED SCHEME 

A.  Our Scheme 
In order to solve the previous problem, we propose an 

improved scheme of Zhanget al.’s HIBE [13]. It consists 
of four phases. In order to compare easily, we use the 
same symbols with Zhang et al’s scheme. 

Setup Phase: Let G be a group generated by g  
whose order is a prime p , and l be the max height of 
HIBE and n be the bit number of every identity. Pick 
randomly α ∈ pZ , 2g ∈ G , and set 1g = αg . 
Choose randomly iλ , 1iα , 2iα ,… inα , 1iβ , 2iβ ,…, 

inβ ∈ pZ , set ic = ig λ , 1ia = 1igα , 2ia = 2igα ,…, 
ina = ingα , 1ib = 1ibg , 2ib = 2ibg ,…, inb = inbg ,where 

1≤ i ≤ l .Then α
2g is the master key that only is 

known by the root PKG. At the ( i -1)th level, PKGi-1 
is given the share master key ( iλ , 1iα ,… inα , 

1iβ ,…, inβ ) (1≤ i ≤ l ). The public parameters are 
PK={ g , 1g , 2g , 1c ,…, lc , 1ia ,…, ina , 1ib ,…, inb }, 
where 1≤ i ≤ l . 
 
 
 
 

Figure 1.  public parameters 

Key Generation Phase: Assumed that kID =( 1v , 
2v ,…, kv )(1≤ k ≤ l )with iv -= ( 1iv , 2iv  ,…, inv ) 

(1≤ i ≤ k )is the identity for which the private key is 
required, where ijv ∈{0,1}(1≤ j ≤ n ), then the 
private key for kID is generated by the following steps: 
(1) Define a function 

inh = ijij v
ij

v
ij

n
ji bac −
=∏ 1

1 , where 1≤ i ≤ l . 

(2) Choose r R∈ pZ , and computer the private 
key k

IDd = ( 0d , 1d ) for identity kID : 

  0d = rv
ij

v
ij

n
ji

k
i

ijij bacg ))(( 1
112

−
== ∏∏α = r

in
k
i hg )( 12 =∏α , 

1d = rg . 

The private key k
IDd = ( 0d , 1d ) of kID also can be 

computed by PKGi-1 using the private key 1−k
IDd =( '

0d , 
'
1d )= ( r

in
k
i hg )( 1

12
−
=∏α , rg ) and the shared master key 

( kλ , 1kα ,…, knα , 1kβ ,…, knβ ) of the parent ( k -1) 
level 1−kID : 
(1) Define a function  

)( kvT = ))1((1 kjkjkjkj
n
j vv −+∑ = βα , where 1≤ i ≤ l . 

(2) Compute 1d = '
1d , 

0d = )('
1

'
1

'
0 )()( kk vTddd ⋅⋅ λ  

=
))1((1

12
1)( kjkjkjkj

n
jk vbvrrr

in
k
i gghg −+∑−
=

=⋅⋅∏ αλα = 

)))1(...)1(...((1
12

1111)( knknkkknknkkk vbvbvvrr
in

k
i ghg −++−++++−
= ⋅∏ ααλα

= rv
k

v
k

n
j

r
k

r
in

k
i

kk bachg )()( 11 1
111

1
12

−
=

−
= ∏⋅⋅∏α  

g , 1g , 2g , 1c ,…, lc ,  

1ia ,…, ina , 1ib ,…, inb , 1≤ i ≤ l  
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= rv
k

v
k

n
jk

r
in

k
i

kk bachg ))(()( 11 1
111

1
12

−
=

−
= ∏⋅∏α  

= r
kn

r
in

k
i hhg )()( 1

12 ⋅∏ −
=

α = r
in

k
i hg )( 12 =∏α  

 Then, 
kIDd = ( 0d , 1d ) is the private key of kID . 

   
 
 
 

Figure 2.  Private Key of kth lever 

Encryption Phase: Assumed that M is a message 
which the encryption is required and kID = ( 1v , 

2v ,…, kv )(1≤ k ≤ l ) is the identity. The cipher text of 
M on the identity kID is generated as follow: pick 
randomly s ∈ pZ , and compute 

C =( 0C , 1C , 2C ) 

=( sggeM ),( 21⋅ , sg , sv
ij

v
ij

n
ji

k
i

ijij bac ))(( 1
11

−
== ∏⋅∏ ) 

=( sggeM ),( 21⋅ , sg , s
in

k
i h )( 1=∏ ).      

 

 
Figure 3.  ciphertext for kth lever 

Decryption Phase: After getting a cipher text C = 
( 0C , 1C , 2C ) for identity kID and message M , the 
plain text M can be recovered by using the private 
key k

IDd = ( 0d , 1d ) of kID :  

M = ),(
),(

0 10

21
Cde
CdeC ⋅ .=

),)((
))(,(

21
12

1),( sr
in

k
i

s
in

k
i

r

ghge
hgesggeM

=

=

∏

∏⋅⋅ α  

=
),)((),(

))(,(
21

12

1),( sr
in

k
i

s

s
in

k
i

r

ghegge
hgesggeM

=

=

∏

∏⋅⋅ α  

=
),(

1
21

2
),( sgge

sggeM α⋅⋅ = M . 

 
 
 
 
 

Figure 4.  Decryption Equation 

 So, ( 0C , 1C , 2C ) is a correctness cipher text. 

B.  Security Analysis 
In this section, we show that the scheme constructed in 

the previous subsection is secure in the selective-identity 
model. 
Theorem 1. Assuming that the (ε , t )–.decisional n +1-
BDHE assumption holds in G , the proposed HIBE 
scheme is ( ε , 't , Eq )secure in the selective-identity 
model, where Eq is the number of the private key 

generation queries , 't = t+ )( ElqO τ , andτ is the time 
for an exponentiation in G . 
Proof. We prove that if there exists a successful 
(ε , 't , Eq ) – adversary A against our scheme, then we 
can construct an algorithm B that solves the decisional 
n +1-BDHE problem in time at most 't with probability 
at least ε .This is contradicting with the ( ε , t )–
.decisional n +1-BDHE assumption. 

The algorithm B is given a random instance ( g , 0y , 
1y ,…, ny , 2+ny ,…, 22 +ny , T ) of the decisional n +1-

BDHE problem, where g ∈ G  is a generator of group 
G and α , c ∈ pZ , iy =

i

gα (1≤ i ≤ n or n +2≤ j ≤ 
n2 +2) and 0y = cg . B’s goal is to output 1 if  

T = cn
ggge

1
),(

+α  

or output 0. To do so, B must be able to simulate a 
challenger for A, and such a simulation can be created by 
the following way. 
(1) Initiation Phase: The adversary A outputs an 
identity *

kID =( *
1v , *

2v ,…, *
kv ) (1≤ k ≤ l )with *

iv  
=( *

1iv , *
2iv ,…, *

inv ) and ijv ∈{0,1}(1≤ i ≤ k , 
1≤ j ≤ n )which he want to attack. 
(2) Setup Phase: B chooses randomly μ ∈ pZ , and 
set 1g = αg = 1y and 2g = μgyn = μα +n

g . Then, pick 
randomly iλ , 1iα , 2iα ,… inα , 1iβ , 2iβ ,…, inβ ∈ pZ , 
set 1ia = 1

1
igα = 1

1
iyα , 2ia = 2

1g iα = 2
1

iyα ,…, ina = ingα
1 = 

inyα
1 , 1ib = 1

1
ig β = 1

1
iyβ , 2ib = 2

1
ig β = 2

1
iyβ ,…, 

inb = ing β
1 = inyβ

1 , 

ic = ))*1(*(1
1

ijvijijvij
n
ji gg

−−−=∑ βαλ = iijvijijvij
n
j gy λβα ))*1(*(1

1
−−−=∑ ,  

where1≤ i ≤ l . Note we can extend the k levels of *
kID  

to l levels if need. Then the master key is α
2g that is not 

known to B, and the share master key in the thi  level 
is ( iλ , 1iα , 2iα ,… inα , 1iβ , 2iβ ,…, inβ ) that is 
known to B. The public parameters PK ={ g , 1g , 2g , 

1c ,…, lc , 1ia ,…, ina , 1ib ,…, inb } is send to A, where 
1≤ i ≤ l . 

(3) Query Phase1: In this phase, A is allowed to make 
Eq private key queries. Assuming that kID = ( 1v , 
2v ,…, kv )(1≤ k ≤ l ) is the identity that A submits to 

ask for the private key, and the restriction is kID is 
not *

kID or a prefix of *
kID . Assuming that i is the 

smallest index that *
iv ≠ iv (1≤ i ≤ k ), namely 

1v = *
1v ,.., 1−iv = *

1−iv . B answers the query in the 
following way. 
(1) Define two functions  

)( mvF = ))1(( **
1 mjmjmjmj

n
j vv −−−∑ = βα + 

))1((1 mjmjmjmj
n
j vv −+∑ = βα  

sggeM ),( 21⋅ , sg , s
in

k
i h )( 1=∏ ,1≤ k ≤ l  

0d = r
in

k
i hg )( 12 =∏α  

1d = rg , 1≤ k ≤ l  

),(
),(

10

21
0 Cde

Cde
C      
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= )))1(1()(( **
1 mjmjmjmjmjmj

n
j vvvv −−−+−∑ = βα ,  

mnh = km gy vF λ⋅)(
1 , where 1≤m ≤ k . 

It is obvious that for all 1≤ x ≤ i -1, )( xvF = )( *
xvF = 

)))1(1()(( ****
1 mjmjmjmjmjmj

n
j vvvv −−−+−∑ = βα =0. 

So, xnh = xx gy vF λ⋅)(
1 = xg λ . 

(2) B first generate the private key of iID = ( 1v , 2v ,…, 
iv ). Choose randomly 'r ∈ pZ , then the private key 

of iID is simulated as  
i
IDd = ( 0d , 1d ) ( r

jn
i
j hg )( 12 =∏α , rg ),  

where r = 'r - )( i

n

vF
α . i

IDd can be computed correctly 

because: 

 0d = r
jn

i
j hg )( 12 =∏α  

= r
in

r
jn

i
jn hhyy ⋅∏ −
=+ ))( 1

111
μ  

= rvFr
jn

i
jn

ii gyhyy )()( )(
1

1
111

λμ ⋅∏ −
=+  

= )(
'

)()()( )(
1

)(
1

1
111

ivF
n

iiii gygyhyy vFrvFr
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i
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α
λλμ −−

=+ ∏ = 

)()(
'
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1

)(
1

1
111

ivF
n

iivF
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iii gygyhyy vFrvFr
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i
jn
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= )(
'
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1
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1

1
111

ivF
n

iii gygyhyy n
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1
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iii ggyhy rvFr
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1
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ivF
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iijj
n

rvFrvF
jn

i
j ygygyhy
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=∏  

= )(
'

)()()( )(
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1
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ivF
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iij
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rvFr
jn

i
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=∏  

= )(
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)()()( )(
1

1
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j
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11
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iiivF
j

j
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(1)  

1d = rg = )(
'

ivF
n

r
g

α−
= )(

'
ivF

n

gg r
α−

= )(
1'

ivF
n

r yg −
⋅           (2) 

It is obvious that all expression in (1) and (2) are 
known to B. So, B can compute the private key of iID . 
Using the private key i

IDd of iID , B can generate the 
private key of kID . So, B can simulate perfectly. 
(4) Challenge Phase: After the phase1, A outputs two 
equal length messages 0M and 1M ∈ G  which he 
want to challenge. B picks randomly b ∈ {0,1} and 
generates the cipher text *C =( *

0C , *
1C , *

2C ) of bM  in 
the identity *

kID =( *
1v , *

2v ,…, *
kv )as follows: 

*
0C = ),( 01 yyTeM b

μ , *
1C = 0y , *

2C = j
k
jy λ1

0
=∑

. 

If T = cn
ggge

1
),(

+α , then *C is a valid challenged cipher 
text of bM with *

kID . Because )( *
mvF =0 (1≤ m ≤ k ) 

and  

*
0C = ),( 01 yyTeM b

μ = ),(),(
1

cg
b ggeggeM

cn
αμα +

 

= cc
nb ygeyyeM ),(),( 11

μ = c
nb ygyeM ),( 1
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= c
b ggeM ),( 12  

*
1C = 0y = cg  

*
2C = j
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Else, if T is a random element of G , the cipher text will 
give no information about bM to A. 
(5) Query Phase2: A continues to issue queries as in 
Phase 1 and B responds as be before. 
(6) Guess: Finally, A outputs a guess 'b ∈ {0,1}. If 
b = 'b , B outputs 1 as the solution to the decisional n +1-
BDHE problem, namelyT = cn

ggge
1

),(
+α , else B outputs 0, 

namely T is a random element of G . 
Probability Analysis: When the input ( g , 0y , 1y ,…, ny , 

2+ny ,…, 22 +ny , T ) is sampled from decisional n +1-
BDHE (where T = cn

ggge
1

),(
+α ) then A’s view is identical 

to its view in a real attack game and therefore A must 
have | Pr[ b = 'b ] − 1/2| >ε . On the other hand, when the 
input ( g , 0y , 1y ,…, ny , 2+ny ,…, 22 +ny , T ) is 
sampled from decisional n +1-BDHE (whereT is uniform 
in G ) then Pr[ b = 'b ] = 1/2. Therefore, B can solve the 
decisional n +1-BDHE problem with probabilityε . 

Time Complexity: The time complexity of algorithm 
B is dominated by exponentiation in G in the private key 
generation queries. Each such query requires )(lO  
exponentiations in G . Assuming that τ is the maximum 
time of an exponentiation inG . Since A makes at most 

Eq private key queries, so 't = t+ )( ElqO τ .   □ 

C.  Efficiency Analysis 
For simplicity, we use the same comparison items with 

[13], and only draw the comparison result with [13]. 

TABLE I.   
COMPARISON OF EFFICIENCY 

Scheme Ciphertext size pk size PK size 

[13] )1(O )1(O  )(kO
Our scheme )1(O )1(O  )(nkO
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From table1 of this paper and table1 of Zhang et al.’ 
scheme, we can see that the private key and the cipher 
text in our scheme achieve )1(O size respectively, and 
have less computation complexity than other any one 
scheme[5-11],and have the same computation complexity 
with [13]. Thought our scheme needs a little more public 
parameters than [13], our scheme overcome the security 
drawback of Zhang et al’s scheme. 

D.  Implementation 
The HIBE of this paper is pairing-based scheme. So, 

we can use Pairing-Based Cryptography (PBC) Library 
[19] which provides routines such as elliptic curve 
generation, elliptic curve arithmetic and pairing 
computation to implement our HIBE scheme by choosing 
suitable Tate pairing. According to PBC, a fastest pairing 
only needs 11ms on a 1GHz Pentium III. In our scheme, 
it only needs a pairing operation on the stage of 
encryption. So, our scheme is very efficient. 

V. CONCLUSION 

In this paper, we review Zhang et al.’s HIBE scheme 
and point out a mistake of Zhang et al.’s HIBE. Then, we 
propose a new HIBE scheme which can overcome the 
drawback of Zhang et al.’s HIBE with the same efficiency. 
Finally, we analyze the security of the proposed scheme 
and the efficiency. 
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