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Abstract—Coal mine belt conveyor can guarantee the coal 
mine production stable and efficient. On how to effectively 
predict abnormal accident occurrence time, this paper puts 
forward a method to predict the abnormal accident 
occurrence time based on Hidden Markov Model and 
Hidden Semi-Markov Model. Large amount of time series is 
collected through belt conveyor protection sensors. The 
corresponding HMM or HSMM model could be built after 
feature extraction. At last the accident occurrence time is 
able to be predicted based on the HMM model or the 
HSMM model. Experiments carried on the actual 
production data set illustrate that HMM and HSMM model 
can effectively predict specific event occurrence time. 
 
Index Terms—Hidden Markov Model, Hidden Semi-
Markov Model, Belt Conveyor, Prediction 
 

I.  INTRODUCTION 

Coal mine belt conveyor plays a key role in coal mine 
industrial production. It has several advantages such as 
large transportation, easy to use, well economic effects, 
easy to maintenance and high reliability. So it has been 
widely applied into transportation area especially in coal 
mine industrial production. Not only on the ground but 
underground, belt conveyor already becomes the major 
transportation equipment. For example in a coal mine 
which has one million tons coal production each year, if 
the belt conveyor break down for one hour because of 
abnormal accident there will be hundreds of coal lost. 
Obviously it will bring a significant bad effect for the 
profit of the coal mine. How to guarantee the belt 
conveyor running stable is of great importance in coal 
mine production[1]. 

Automatic system is now been widely configured in 
many coal mine production enterprise. These enterprises 
install kinds of monitor sensors for belt conveyor, so the 
running status parameters of belt conveyor could be 
gathered by sensors and transfer to monitor workstation. 

Inspection of these gathering information people could 
ascertain the running status of belt conveyor. During the 
running procedure of belt conveyor, kinds of protection 
signal such as slider signal, pile signal, slope signal, tear 
signal and smog signal are installed to monitor the 
abnormal accident. Once there is an abnormal accident 
happened, the corresponding protection equipment would 
suspend the belt conveyor running. If the accident can be 
predicated through relative technology, people would 
take measures to remove correspond hidden damages and 
make the belt conveyor running smoothly. 

Fig. 1 illustrates a waveform example gathered from a 
belt conveyor of a coal mine enterprise. The top graph 
shows the running power of the belt conveyor (the power 
data has been preprocessed already). The bottom graph 
shows the coal piled information. There are three coal 

piled states: none, light-pile and weight-pile. The belt 
conveyor is light-pile when the value of pile is 0.5. When 

142 JOURNAL OF SOFTWARE, VOL. 8, NO. 1, JANUARY 2013

© 2013 ACADEMY PUBLISHER
doi:10.4304/jsw.8.1.142-150



the value of pile is 1 the belt conveyor is weight-pile and 
the belt conveyor will shut down spontaneously. 

Our work is almost built based on HMM and HSMM. 
HMM has exhibited its excellent ability in many areas 
such as speech recognition[2], face recognition[3] and 
sport[4]. The articles[5] [6] [7] introduce how to apply 
HMM in the prognostics and health management. Some 
researchers also apply HMM in Condition Based 
Maintenance[8]. The article[9] build a continuous HMM 
model on radar emission and measure the health status of 
radar by KL distance. Some research [10] draw a 
conclusion that Markov process can be applied in 
reliability estimation in multi-state system. Meanwhile, 
many researchers also raised up some extension structure 
of HMM. These extensions HMM exhibit stronger 
performance than HMM in some application area. 
Because there slacks duration description ability for 
general HMM some researchers propose HSMM. The 
article[11] systematically introduces the model structure 
and inference algorithm of HSMM.  

Abnormal accident occurrence time predication is a 
critical for coal mine production. There is some similarity 
between the problem and CBM. However, there is 
particularity in the problem. The reason is accident 
occurrence could be caused not only from equipment 
fault but from the outside event.  

In this paper we will make feature extraction on the 
time series data gathered from sensors equipped on 
conveyor. Then Hidden Markov Model or Hidden Semi 
Markov Model can be constructed on these data. Based 
on these models the abnormal accident occurrence time 
can be predicated. This paper is organized as follows: 
Sect.2 gives a detail related work in the remaining useful 
life application with HMM model. Sect.3 provides a 
general theoretical background for HMM. Sect.4 gives a 
more detail description for HSMM. Sec.5 provides an 
algorithm to calculate the duration of state and the 
occurrence time of special state. Sec.6 gives one actual 
example. Sec.7 draws conclusions.  

II.  RELATED WORK 

Remaining useful life estimation could judge the 
remaining available time before a specific operating point 
in system [1]. This problem is the core issue of condition-
based maintenance, fault prognostics and equipment 
health management system. Remaining useful life of 
system or components is a random variable. It can be 
estimated based on life cycle model, expert system or 
statistical data model. The statistical data model has many 
advantages such as wide adaptability, low cost, no need 
of experts' prior knowledge, so it is widely concerned. 

Hidden Markov model (HMM) have demonstrated its 
superior performance in many fields such as speech 
recognition, it is suitable for none stationary stochastic 
process signal modeling. The paper [2] first put forward 
HMM model for monitoring Westland helicopter gears, 
in which HMM model can estimate component failure 
and the remaining useful life. The paper [3, 4] apply 
HMM model in metal cutting tool health assessment, 
where the model can also be used for fault diagnosis and 

fault prognostics. In the previous application area HMM 
model is constructed based on data collected from sensors 
installed on equipment. Paper [5] makes a model for the 
health of system by a hierarchical HMM, in which health 
condition can be represented by the top-level node and 
remaining useful life can be obtained through state 
transition probability from a hierarchical HMM. Paper [6] 
decomposed bearing vibration signals by using wavelet 
packet, then the decomposed parameters are fed into 
HMM model. Paper [7] applied HMM model into nozzle 
working condition monitoring. Paper [8] represent the 
actual dynamic system based on combination of HMM 
model and belief rule base; eventually make fault 
diagnosis and prognostics for complex system.  

To overcome the expression ability limitation of HMM 
for state duration, some scholars put forward HSMM 
model. Paper [9] introduced HSMM model structure and 
reasoning algorithm. Paper [10] apply HSMM model into 
state modeling for UH-60A Black Hawk helicopter main 
transmission device and hydraulic pump, then make 
equipment health assessment and fault prognostics. Paper 
[11] set Gauss distribution as the state duration 
probability distribution in HSMM model. Multiple sensor 
information can be combined together according to their 
weight factor to make fault diagnosis or fault prognostics. 
Paper [12] put forward an unified framework for fault 
diagnosis and fault prognostics, where each equipment 
health state is considered as a HSMM model and another 
HSMM model is built based on the life cycle model 
separately. Based on the previous two kinds of HSMM 
remaining useful life of the system could be estimated. 
As the HSMM model and the HMM model assume that 
observations are independent from state, while it is not 
true in practical application. Paper [13] proposed a 
regression HSMM model, in which experimental results 
demonstrate the method is effective in some application. 
Furthermore paper [14] proposed a non-stationary 
segmented HSMM model where a time decay factor is 
introduced to represent the system status gradually 
degraded. Also paper [15] reach the same purpose based 
a mixture model combined HSMM model with grey 
model. 

Belt conveyer abnormality occurrence time prediction 
is an actual demand in industrial field. The problem is 
similar to fault prognostics while it is particular for 
exceptions on belt conveyor can be caused with 
equipment fault or external events. As we know there is 
little research in this area. On the basic work in paper [16] 
multi-state system could be considered generally as a 
Markov process, which may be suit for state modeling for 
belt conveyor. Here the belt conveyor running states are 
divided into three main operating parts. We can built 
HMM and HSMM model based on corresponding 
extraction features for time series collected from coal 
mine automation systems. Once these models are built 
belt conveyor running states could be judged and belt 
conveyor abnormal occurrence time could be predicted. 
The on-the-spot user could take effective measures to 
eliminate corresponding hidden trouble based on 
prediction results to ensure there is no interruption to coal 
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mine production. In this paper coal pile abnormal events, 
often appeared during belt conveyor running, will be 
studied as a specific example. 

III.  HMM MODEL 

HMM is a doubly stochastic process [17]. A HMM 
model usually consists of the following elements as 
defined below: 

(1) },...,,{ 21 NsssS =  is a finite set of states where 
each element means a distinct state. 

(2) },...,,{ 21 MvvvV =  is a set of output symbols. 
(3) A is a state transition probability matrix where each 

 ]|[ 1 itjtij sqsqPa === + , Nji ≤≤ ,1  (1) 

 means a probability of the transition at iq  to 1+iq . 
(4) )}({ kbB j=  is an observation value probability 

distribution where  

 ]|[)( jtkj sqvPkb == , Nj ≤≤1 , Mk ≤≤1  (2) 

 (5) }{ iππ =  is an initial state probability distribution 
where each element means a probability of the initial 
state. 

 )( 1 ii sqP ==π , Ni ≤≤1  (3) 

Usually a more compact model  

 ),,( πλ BA=  (4) 

is used to represent a HMM model for there is an 
implication definition N and M in A and B. 

A. Three Basic Problems  
There are three basic problems of interest that must be 

solved for the model to be useful in real-world 
applications. 

Problem 1: Given the observation 
sequence TOOOO ...21= , and a model ),,( πλ BA= , how 
do we efficiently compute )|( λOP , the probability of 
the observation sequence, given the model? 

Problem 2: Given the observation 
sequence TOOOO ...21= , and a model ),,( πλ BA= , how 
do we choose a corresponding state sequence 

TqqqQ ...21= which can efficiently explain the 
observations obey some standards? 

Problem 3: How do we adjust the model parameters 
),,( πλ BA=  to maximize )|( λOP ? 

B. Solutions to the Previous Problems 
(1) Solution to Problem 1 

Firstly we define the forward variable  

 )|,...()( 21 λα ittt SqOOOPi ==  (5) 

i.e., the probability of the partial observation sequence, 
tOOO ...,21 , and state iS  at time t, given the model λ . 

We can solve for )(itα inductively, as follows: 

1) Initialization: 

 )()( 11 Obi iiπα = , Ni ≤≤1  (6) 

2) Induction: 

)()()( 1
1

1 +
=

+
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
= ∑ tj

N

i
ijtt Obaij αα ,

Nj
Tt

≤≤
−≤≤

1
11

   (7) 

3) Termination: 

 ∑
=

=
N

i
T iOP

1

)()|( αλ  (8) 

(2)Solution to Problem 2 
   Viterbi algorithm can be used to find the single best 
state sequence, }...,{ 21 TqqqQ = , for the given 
observation sequence }...{ 21 TOOOO = , we need to 
define the quantity 

 ]|...,...[max)( 2121
..., 121

λδ tt
qqq

t OOOiqqqPi
t

==
−

 (9) 

i.e., )(itδ  is the best score (highest probability) along a 
single path, at time t, which accounts for the first t 
observations and ends in state iS . By induction we have 

 )(])(max[)( 11 ++ ⋅= tjijt
i

t Obaij δδ  (10) 

The complete procedure for finding the best state 
sequence can now be stated as follows: 
1) Initialization: 

 )()( 11 Obi iiπδ = , Ni ≤≤1  (11) 

 0)(1 =iψ  (12) 

2) Recursion: 

 )(])([max)( 1
1

tjijt
Ni

t Obaij −
≤≤

= δδ ,
Nj
Tt

≤≤
≤≤

1
2

 (13) 

 ])([maxarg)( 1
1

ijt
Ni

t aij −
≤≤

= δψ ,
Nj
Tt

≤≤
≤≤

1
2

 (14) 

3) Termination: 

 )]([max
1

* iP T
Ni
δ

≤≤
=  (15) 

 )]([maxarg
1

* iq T
Ni

T δ
≤≤

=  (16) 

4) Path backtracking: 

 )( *
11

*
++= ttt qq ψ , 1,...,2,1 −−= TTt  (17) 

 (3)Solution to Problem 3 
To solve the problem 3, the backward variable 

),|...()( 21 λβ itTttt SqOOOPi == ++ . should be defined. 
i.e., the probability of the partial observation sequence 

from t+1 to the end, given state iS  at time t and the 
model λ . Also we can solve for )(itβ inductively. 
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1) Initialization: 

 1)( =iTβ , Ni ≤≤1  (18) 

2) Induction: 

∑
=

++=
N

j
ttjijt jObai

1
11 )()()( ββ ,

Ni
TTt

≤≤
−−=

1
1,...,2,1

 (19) 

Once we get forward variable )(itα  and backward 
variable )(itβ , we can define ),( jitξ , the probability of 
being in state iS  at time t, and state jS  at time t+1, 
given the model and observation sequence, i.e. 

 

∑∑
= =

++

++

++

+

=

=

===

N

i

N

j
ttjijt

ttjijt

ttjijt

jtitt

jObai

jObai
OP

jObai

OSqSqPji

1 1
11

11

11

1

)()()(

)()()(
)|(

)()()(

),|,(),(

βα

βα
λ

βα

λξ

 (20) 

  Then we can define  

 ∑
=

=
N

j
tt jii

1

),()( ξγ  (21) 

as the probability of begin in state iS  at time t, given 
the observation sequence and the model. 

For a given observation sequence O, we can obtain the 
expected number of times that state iS  is visited and the 
expected number of transitions from state iS  to state 

jS ,i.e,  

 ∑
−

=

=
1

1

)(
T

t
t iγγ  (22) 

is used as the expected number of transitions from iS   

 ∑
−

=

=
1

1

),(
T

t
t jiξξ  (23) 

is used as the expected number of transitions from iS  
to jS . 

Then the three model parameters of HMM could be 
reasoned from the following three formulas. 

 )(1 ii γπ =  (24) 

 

∑

∑
−

=

−

== 1

1

1

1

)(

),(

T

t
t

T

t
t

ij

i

ji
a

γ

ξ
 (25) 

 

∑

∑

=

=
=

= T

t
t

T

vOts
t

t

j

j

j

kb kt

1

..
1

)(

)(

)(
γ

γ

 (26) 

For some applications when the observations are 
continuous it is possible to quantize these signals via 
codebooks, etc. Also continuous observation density 
could be introduced to model an HMM[17]. 

IV.  HSMM MODEL 

Hidden Markov Model has been successfully applied 
in many areas. In the model any hidden state has its 
correspond state transition probability iia ,general 0≠iia . 
Meanwhile any state extension cycle probability density 
function )(dpi  can be calculated: 

 )1()()( 1
ii

d
iii aadp −= −

 (27) 

d means the adjacent conditions are maintained for d 
time unit with a fixed state iS . 

Apparently, d obeys geometric distribution which 
implies the default duration in HMM follows geometric 
distribution, which is obviously limited in practical field. 

In HSMM [9, 17] a specific probability distribution can 
freely be given for each state, so that the hidden state for 
several continuous observed symbols is constant. In some 
researcher's opinion, HSMM can also be called clear 
cycle HMM, variable cycle HMM, generalization HMM, 
segmented HMM, etc. 

A.  HSMM Definition 
The following is related HSMM definitions [11]. 

Suppose that a discrete markov chain is the state set 
},...,1{ MQ = . Then the state sequence is 

TT SSS ,...,1:1 ≡ ,In which QSt ∈ . Then some 
expressions are defined as follows: 

(1) iS tt =
21:  means that the system state from 1t  to 2t  

always remain in state i, that implies 
iSt =

1
, iSt =+11

,..., iSt =
2

,meanwhile the previous state 

11−tS  and the latter state 12+tS  may not necessarily be i. 

(2) iS tt =]:[ 21
 means that the system state from 1t  to 2t  

always remain in the state i, that implies 
iSt =

1
, iSt =+11

,..., iSt =
2

,meanwhile the previous state 

11−tS  and the latter state 12+tS  must not be i. 

(3) iS tt =
21:[  means that the system state from 1t  to 2t  

always remain in state i, that implies 
iSt =

1
, iSt =+11

,..., iSt =
2

, meanwhile the previous state 

11−tS  must not be i, and the latter state 12+tS  may not 
necessarily be i. 

(4) iS tt =]: 21
 means that the system state from 1t  to 2t  

always remain in state i, that implies 
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iSt =
1

, iSt =+11
,..., iSt =

2
, meanwhile the previous state 

11−tS  may not necessarily be i, and the latter state 12+tS  
must not be i. 

TT OOO ,...,1:1 =  is an observation sequence where 
VOt ∈  is the observation symbol at time 

t. },...,,{ 21 kvvvV =  is observation symbols set. The 
former observation sequence O is corresponding to 
hidden states sequence TS :1 , in which  

1]:1 1
iS d = , 2]:1[ 211

iS ddd =++ ,..., 

ndddd iS
nn
=+++++ − ]...:1...[ 1111

,for 1,...,1 −= nm .There is a 

state transition ),(),( 11 ++→ mmmm didi  in which a 
formula  

 ∑ =
=

n

m m Td
1

. (28) 

must be satisfied. Besides, Qii n ∈,...,1 , Ddd n ∈,...,1  
where D is a positive integer which means each state 
duration. 

Here a compact form of HSMM ),,( πλ BA=  is given: 
(1) A is state transition probability matrix where each 

element in the matrix means a state transition probability  

 ]|[ ]:1'[]:1[),)(',( iSjSPa tdtdtt

def

djdi === +−++  (29) 

(2) B is observation probability matrix where each 
element means a probability of observation symbol 
stayed in a specific state  

 ]|[)( ]:1[:1:1, jSoPob dttdtt

def

dttdj == ++++++  (30) 

(3)π  is the initial state probability distribution where  

 ][ ]:1[, jSP tdt

def

dj == +−π , 0≤t , Dd ∈  (31) 

B.  HSMM Parameter Estimation 
If HSMM parameter is unknown, some existing 

relevant prior knowledge of sequence O is needed to 
estimate HSMM parameters. 

As is similar to HMM structure, the forward and 
backward variables are defined. 

Forward variable: 

 ]|,[),( :1]:1[ λα ttdt

def

t ojSPdj == +−  (32) 

Backward variable: 

 ],|[),( ]:1[:1 λβ jSoPdj tdtTt

def

t == +−+  (33) 

Once forward variable is given the probability of a 
sequence complied with a specific HSMM model can be 
determined as  

 ∑
=

=
N

i
T iOP

1

)()|( αλ  (34) 

Meanwhile the model parameter can be substituted 
with the former formula so that  

∑ ∑
∈

+−
∈

− ⋅⋅=
}{\

:1,),)(',(
'

)()',(

),(

jSi
tdtdjdjdi

Dd
dt

t

obadi

dj

α

α
 (35) 

and  

∑ ∑
∈

+
∈

++ ⋅⋅=
}{\

'
'

':1',)',)(,( )',()(

),(

jSi
dt

Dd
dttdididj

t

dioba

dj

β

β
 (36) 

can be deduced. 
Based on the above two definition the following 

expression could be determined. 

 
)),(),(

]|,[),( :1]:1[

djdj

ojSPdj

tt

Ttdt

def

t

βα

λη

=

== +−  (37) 

 

),()()',(

]|,,

[),:',(

:1,),)(',(

:1]:1[

]:1'[

djobadi

ojSi

SPdjdi

dtdttdjdjdit

Tdt

tdt

def

t

+++

+

+−

=

==

=

βα

λ

ξ

 (38) 

 
∑∑
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+

=

===

Dd Dd
t

Ttt

def

t

djdi

ojSiSPji

'

:11[]

),:',(

]|,,[),(

ξ

λξ
 (39) 

 
∑ ∑
≥ +==

=

==

t td

Tt

def

t

dj

ojSPj

τ τ
τη

λγ

1

:1

),(

]|,[)(
 (40) 

 
Furthermore the HSMM parameter weight estimation 

process is as follow: 
(1) An initial HSMM model parameters 0λ  should be 

assumed. 
(2) According to the existing parameters kλ  

),( djtα , ),( djtβ , ),( djtη , ),:',( djditξ , ),( jitξ  and 
)( jtγ  are calculated respectively. 

(3) The new HSMM model parameters can be 
calculated based on result generated from (2). Initial 
distribution 

 
∑

=
∧

dj
t

t
dj

dj
dj

,

,
),(

),(
η

η
π  (41) 

transition probability matrix  

 
∑∑
∑

≠

∧
=

ij t
t

t
t

djdi
djdi

djdi
a

),:',(

),:',(

),)(',(
ξ

ξ
 (42) 
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mild 

normal severe 

 
Figure2.  Coal pile state transition of belt conveyor 

and observation matrix  
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∑ =⋅

=
++

∧

t
t

kdkdtt
t

t

kdkdj

dj

voIdj

vvb

),(

)](),([

):(

:1:1

1,

η

η  (43) 

can be calculated. Meanwhile when  
11 kt vo =+ ,..., kddt vo =+ , 1)( :1:1 ==++ kdkdtt voI , 

otherwise 0)( :1:1 ==++ kdkdtt voI . 
(4) Repeat step (2) (3) until ]|[)( :1 kTk oPL λλ =  

convergence to a fixed point. 

V.  STATE OCCURRENCE TIME PREDICTION ALGORITHM 

A.  State Occurrence Time Calculation 
Inspiration by state duration and remain useful life 

predication algorithm proposed in literature [11, 18] a 
state occurrence time calculation algorithm is proposed as 
below. 

The current system state is i and the current time is t
iT . 

Assume the state firstly appeared time is 0
iT . Based on 

the duration time probability distribution expected 
duration of current state can be calculated as u

iT . Then 
the duration under current state i can be adjusted as 

)1( 0 +−−= i
t

i
u

i
u

i TTTT . 
Assume predicted state j=i+k,k=1,2,...,remain useful 

life to state j ,i.e. jL ,could be calculated based on the 
following two step recursive algorithm: 

(1) When state is j-1  
u
jjj

u
j

u
jjjj TaTTaL ,111,11 )( −−−−− ++=  could be obtained. 

(2) When state is j-k(k>1) 

11,1, )( +−+−−+−−−−− ++= kjkjkjkj
u

kjkjkjkj LaLTaL  could 
be calculated. Obviously j appeared moment is 

i
t

i
t
j LTT += . 

B.  Time Prediction Algorithm 
(1) Feature extraction on collected data. 
(2) Parameter estimation of HSMM and HMM model 

training. 
(3) Duration probability distribution on each state can 

be deduced from HSMM or HMM model. 
(4) Classify a new sample based on the former models 

and obtain the current state of this sample.  
(5) Based on the current state, duration probability 

distribution and expected time estimation method 
suggested in the previous section, future state occurrence 
time could be obtained. 

VI.  EXPERIMENTS 

In order to evaluate the prediction algorithm suggested 
in this paper some software such as R, mhsmm software 
package [19] and rhmm are used here. The goal is to 

predict actual protection occurrence time based on the 
collected data of belt conveyor from Pingdingshan 8th 
Coal Mine in China. Experimental computer is equipped 
with CPU Intel Core (TM) 2 Quad 2.66GHz, 1.85G 
memory.  

A.  Data Set 
We collected sensor data which is range from October 

1, 2009 00: 01: 00.000 to 2009 October 31st 23: 59: 
00.000 of D-two belt in Pingdingshan 8th  Coal Mine. 
The total records number is 401760. There are nine 
sensor points equipped in belt: D-two 1 # motor power, 
D-two skid output, D-two motor feedback, D-two piles of 
coal feedback, D-two airframe weight deviation feedback, 
D-two pull rope feedback, D-two tear feedback, D-two 
material feedback (control sprinkler), and D-two smoke 
feedback. Each sensor points collect 44640 records and 
the interval among these records is 1 minute. 

There are some periods in which belt did not run. It is 
necessary to preprocess these samples. Firstly a definition 
is given that useful sample is referred as that motor power 
sensor value is not zero. Meanwhile coal pile feedback 
record value of 0.5 is mild coal pile and record value of 1 
is severe coal pile. When the belt conveyor is in mild coal 
pile, belt conveyor generally did not stop. While belt 
conveyor is in severe coal pile it is necessary to shut 
down machine immediately. For artificial processing 
duration after shutdown cannot be estimated, we define 
valid sample data as the sequence between power value 
not zero and coal pile. After these preprocess we obtained 
16 valid data sample point. 

Afterwards a log transformation is applied into power 
data as to meet the requirements of statistical. The 
conversion rule is )1log( += PWPWn  where PW is the 
original power data and nPW  is the data after log 
transformation. Fig. 1 illustrates a sample sequence 
transformed.  

B.  State and Initial Parameters 
According to practical coal pile of belt conveyor 

during its' running, belt can be divided into three states: 
normal operation, mild coal pile, severe coal pile (later 
normal, mild and severe is used to represent these three 
states respectively). Practical state transition relationship 
among these three states can be illustrated as Fig. 2. 

In HMM model initial state probability distribution is 
set as )0,0,1(0 =π ,observation probability distribution 
parameters 0B  is set as a three-dimensional Gaussian 
distribution where mean vector )0,0,0(0 =u ,variance 

JOURNAL OF SOFTWARE, VOL. 8, NO. 1, JANUARY 2013 147

© 2013 ACADEMY PUBLISHER



vector )1,1,1(0 =δ  distribution. State transition 
probability matrix is list in Table 1. 

For a state can not turn to itself in a HSMM model, its 
initial transition probability matrix is set in Table 2. Other 
parameters such as initial probability distribution, 
observed symbol probability distribution are set as the 
same as the above HMM model. Lastly state duration 
probability distribution is set as no argument type (non-
parametric). 

C.  Model Parameters Trained 
Model parameters could be obtained after model 

training on samples. State transition probability of HMM 
model during belt running is show in Table 3. While 
Table 4 shows transition probability of HSMM model. 
Table 5 shows other parameters such as initial probability 
distribution π , mean vector of observation probability 
distribution μ  and covariance vectorδ . 

D.  State Estimation 
Before predicting belt conveyor abnormal occurrence 

time, it is necessary to estimate the current running state 
of belt conveyor. Precision and recall are two indicators 
used here to make state assessment. Table 6 lists 
precision of sequence data classification using HMM and 
HSMM model. Table 7 lists recall rate of sequence data 
classification using the two models. 

E.  State Duration Distribution 
By modeling on sequence data, state duration 

distribution can be obtained. Table 8 lists the expectation 
and deviation of duration for three states in the two 
models. 

TABLE I.  

INITIAL STATE TRANSFER PROBABILITY OF HMM 

state normal mild severe 

normal 0.00000 0.80000 0.20000 

mild 0.50000 0.00000 0.50000 

severe 0.00000 0.00000 1.00000 

TABLE II.  

INITIAL STATE TRANSFER PROBABILITY OF HSMM 

state normal mild severe 

normal 0.00000 0.80000 0.20000 

mild 0.50000 0.00000 0.50000 

severe 0.10000 0.90000 0.00000 

TABLE V.  

PARAMETERS OF MODEL 

 HSMM HMM 

π  (0.8125,0.1819,0.0056) (1.0000,0.0000,0.0000)

μ  (0.0028,3.7518,3.7685) (0.0019,3.7727,3.0694)

δ  (0.0002,0.3753,0.0101) (0.0000,0.0120,1.1323)

 

TABLE VII.  

RECALL OF STATE JUDGMENT 

model normal mild severe 

HSMM 0.34287 0.41176 0.00000 

HMM 0.35119 0.00000 0.12500 

TABLE VIII.  

EXPECTATION AND DEVIATION OF STATE DURATION PROBABILITY 
DISTRIBUTION 

state 

HSMM HMM 

μ  δ  μ  δ  

normal 28.3 38.1 28.4 40.5 

mild 2.7 0.6 55.9 71.0 

severe 1.0 0.0 1.7 1.1 

 

TABLE III.  

STATE TRANSITION PROBABILITY OF HMM AFTER LEARNING 

state normal mild severe 

normal 0.96502 0.01107 0.02391 

mild 0.00705 0.98072 0.01223 

severe 0.29542 0.30043 0.40415 

TABLE IV.  

STATE TRANSITION PROBABILITY OF HSMM AFTER LEARNING 

state normal mild severe 

normal 0.00000 0.99460 0.00540 

mild 0.05200 0.00000 0.94800 

severe 0.00059 0.99941 0.00000 

TABLE VI.  

ACCURACY OF STATE JUDGMENT 

model normal mild severe 

HSMM 0.99405 0.00165 0.00000 

HMM 0.99451 0.00000 0.00455 
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F. Abnormal Occurrence Time Prediction 
In order to compare time prediction effect between 

HMM and HSMM, Fig. 3 shows the time point prediction 
for mild and severe coal pile under HMM where the 
probability density of difference time between the 
prediction and actual occurrence time is illustrated. While 
the Fig. 4 shows the probability density of difference time 
between the prediction and actual occurrence time under 
HSMM. We can conclude that HSMM model is better 
than HMM model in predicting occurrence time between 
mild coal pile and severe coal pile. For mild coal pile 
time prediction, the difference between prediction and 
actual time is distributed near zero, that is to say, the 
predictions are consistent with actual situation. While for 
severe coal pile time prediction, the sample amount is 
relatively rare, so the prediction result has large deviation. 
Besides, occurrence time span of mild coal pile in 
training samples is relatively large so that the model 
learned will give a larger span prediction for mild pile. 

VII.  CONCLUSION 

Coal mine belt conveyor can guarantee coal mine 
production stable and efficient. On how to effectively 
predict abnormal accident occurrence time, this paper 
puts forward a method to predict the abnormal accident 
occurrence time based on Hidden Markov Model (HMM) 
and Hidden Semi-Markov Model (HSMM). Large 
amount of time series is collected through belt conveyor 
protection sensors firstly. The corresponding HMM or 
HSMM model could be built after feature extraction. At 
last accident occurrence time is able to be predicted based 
on the HMM model or the HSMM model. Experiments 
carried on the actual production data set illustrate that 
HSMM model can effectively predict specific event's 
occurrence time. In terms of the effect of time point 
prediction, HSMM is better than HMM model. 

Nevertheless, in this paper HMM default has geometric 
distribution for state duration, but HSMM model directly 
selects probability distribution of non-parametric which 
resulted in defect of large span in predicting final time 
points. So how to select an appropriate HSMM model 
extension time distribution function in specific 
application is a worthwhile topic. Meanwhile here we 
assumed that false alarm of normal condition is 
equivalent with false positive of coal pile but false 
positive of coal pile is more serious than false alarm of 
normal operation condition. It is a difficult problem to 
predict abnormal occurrence time with imbalance cost. 

Finally, due to the constraints of the production 
environment, the data acquired often contains kinds of 
noise and missing values. So how to find more effective 
method to improve prediction accuracy of abnormal 
events is a future topic. 
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