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Abstract—For an incomplete information system, attribute
reduction is an important problem. To dealing with it, this
paper proposed a new attribute reduction method based on
information quantity. On one hand, this approach improved
traditional tolerance relationship calculation methods using
an extension of tolerance relationship in rough set theory.
On the other hand, a new method was present for
calculating the core attributes based on the extensive
tolerance relationship, which can get core attribute set
directly. And more, the method took attribute significance
as the heuristic knowledge to calculate the candidate
attribute expansion. Experiment results show that the
method is simple and effective.

Index Terms—attribute reduction, rough set, information
guantity, an incomplete information system

1. INTRODUCTION

Rough set theory was put forward by Prof Pawlak who
was a Polish mathematician in 1980s, which is a tool to
deal with uncertainty and vagueness of data [1-3]. It can
effectively analyze inaccurate, inconsistent and
incomplete information. Based on the perspective of
knowledge classification, rough set theory processes in
the approximation space and under the premise of
maintaining the ability of classification. Rough set theory
searches the implicit knowledge and reveals the potential
rules through knowledge reduction, which does not
require priori rules, avoiding the impact of personal
preferences. Attributes reduction is the essence of rough
set theory, which is an important research content and hot
spot of rough set theory. Attributes reduction is a
significant way to acquire simple expression of
knowledge from the information systems by eliminating
redundancy of attributes under the condition of
unchanging the classification ability of original
knowledge. Founding on classical rough set theory, a
great deal of research has been done in complete
information systems and a lot of effective attributes
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reduction methods have been put forward. However, in
real life, due to errors of data measurement or
misunderstanding or the restrictions or some other
reasons, knowledge acquisition often faces with
incomplete systems. There may be some objects with
unknown attribute values, which greatly obstruct the
development of rough set theory in practice. Thus, it is
necessary to do some research for getting some methods
to process the incomplete information systems via rough
set theory.

There are two main approaches to deal with
incomplete information systems using rough set theory
[4-6]: One is the indirect approach, that is, incomplete
information can be completed through some certain
methods that are called data filling. The other is the direct
method, that is, appropriate extensions are carried out in
rough set theory to deal with the incomplete information
systems. Indirect method is to deal with null values,
where incomplete information system is firstly
transformed into a complete information system via data
filling method, and then is treated as complete
information system[7-10]. There are some indirect
methods such as using statistical analysis to fill the null
values, using other condition attribute values and decision
attribute values or relationship attributes to estimate the
null values, asking experts to give the estimated value of
the null values in accordance with some certain
conditions, using Bayesian model and evidence theory to
filll the missing data. But there are many drawbacks in
indirect methods. For examples, Bayesian model needs to
know the probability density; evidence theory requires
evidence functions, which are often difficult to get,
subjectivity and arbitrariness are also big concerns in
some of these methods. As the computation complexity is
too high, the efficiency is extremely low. Some of these
methods can not deal with incomplete information system
when there are a lot of null values in information systems,
and at the same time the knowledge we get may not be
reliable[11-14]. As the result in contrast with the indirect
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method, the direct method maintains the original structure
of information systems, and avoids human subjectivity.
Direct methods are also more effective and reliable in
dealing with the situation with many missing data[15,16].

In information systems with massive data sets, due to
huge number of attributes and examples, the attribute
reduction algorithm efficiency is particularly complex. So
far there is no accepted and efficient algorithm in
reduction algorithms based on rough set theory[18]. In
practical applications, it is required to obtain as a relative
attribute reduction.

To deal with the attribute reduction in an incomplete
system, deficiency of attributes reduction algorithm in
reference[12] was discussed and analyzed; Secondly,
tolerance relationship calculation method was improved,
and then a new method of seeking core attributes was
given; Thirdly, a new attributes reduction algorithm
based on information quantity in incomplete information
system was designed.; Finally, the example was done and
shows that the algorithm is effective.

II. ROUGH SET CONCEPTS AND THEOREMS

In order to describe attributes reduction, we define
some conception and prove some thorems as below.

A. Rough Set Concepts

Information System: In rough set, an information
system can be represented as

S=(U,AV,f) (D

Where U is the universe, a finite set of N objects
U ={x,x,,...x,}, Ais a finite set of attributes, which are

divided into disjoint sets, i.e. A=CU D, where C is the
set of condition attributes and D is the set of decision

attribute. V'=U,_,V, is the total decision function such

that f(x,q)eV, foreveryge 4,xeU.

Incomplete Information System: Suppose information
system S=(U,A,V,f), where U is universe; 4 is finite,

nonempty set of attributes; C is condition attributes set
and D is decision attribute set, A=CUD, CND=¢; Vis
value domain of 4; f:4—V is the mapping from attributes
to domain; If there is at least an attribute a € C contains
the null value, that is fix, a)=%*, then this information
system is called incomplete information system, or it is
called complete information system. Information systems
often abbreviates to write as (U, A4). Set B with missing
attribute values, B € 4, missing values are remark as“*”,
Tolerance Relationship: In order to deal with incomplete
information systems, the tolerance relationship is an
extension of equivalence relationship in rough set. In
incomplete information system S=(U,4,V,f) , the

tolerance relationship 7 is defined as follow:
Vot LENSY, S 0= 0ve =" (»)=)  (2)
T is reflexive and symmetric, but not necessarily

transitive. Via T, the definition of tolerance class is:
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T,(x) = oy €U AT, (x,»)} )

Based on the tolerance relationship, Attribute set x c U,
the X lower approximations can be defined as:

D,(X)={dx eU AT,(x)c X} 4)

Information Quantity: Give incomplete information

i=1

system S=(U,A4,V,f) » A=CUD , information
quantity of attribute set B C is defined as:
1 [u]
I(B)=1- ‘ ‘2 D) (5)
U

where U = {x,,x,,..., X, } ,

of set X.

Condition Information Quantity: Give incomplete
information system §=U,4,V,f) » A=CUD ,
attribute set B C, the condition information quantity

X ‘ express the cardinality

with  respect to D is defined as follow:
I(B|D)=1(BUD)—-1(B).
Positive  Region: In  incomplete  information

system S = (U, A4,V , f), P and Q are two knowledge
of universe, p0s,(Q) denotes positive region of Q with

respect to P.
POS, (@)= |JD,(x) (6)
XeUu/o
Attributes  Significance: In incomplete information

system § = (U, A4,V, f) , significance of attribute
b¢ B c C is defined as:

Sig,(b)=1(B|D)~1((BU {b})|D) )
Attributes  Reduction: In incomplete information

system S = (U, 4,V, f), if and only if R satisfies both the
condition (1) and (2), attributes set R ( R C) is an
attributes reduction of D with respect to B.
Condition: (1) /(R|D) = I(C|D)
(2) Vbe R= I((R—{b})|D) = I(C|D)

A New Compatible Granular Information Ssystem:

Assumed U/C={[x".[x".,..[x,".} and
RED={GLUGLU.UGL} . GR={x'x'..x,"} .
{G,G,,..,G} < GR [G1./D|=1 , called

GRPOS:{GI’G29"'9Gt} s GR:GRPOS UGRNEG , 4 new

compatible granular information system is defined as
bellow.
GRS =(GR,C,D,V", /" 8)
B. THROREMS AND PROOF
Theorem 1: Given § = (U, 4,V , f) is an incomplete
attributes  set B(Bc C) ,

information system,
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¢, €C—B, VxeU, under tolerance relationship in
incomplete information system , 7 (x) 27y, ().
Proof: Take a random y € 7, () , according to the

definition of tolerance class, we can know that:

If VeeBUL,, }(f0h0 =6V f(h) =" f(x)=*) »
then Ve e BU(f(1,¢) = f(x,0)v f(1,¢) =*V f(x,0) =%) .
So we can get y € T, (x) as y is arbitrary. Proof finished.

Theorem 2: Given an incomplete informationsystem,
S=WU.,4,V.,f), C={c,c,.¢c,} » B={c,,c;,..,¢,} »
(Ism<n) VxeU, if Ty(x) > Ty, ,(x), that is
tolerance class of x changes after adding attribute c,,_, .
If 3y € Ty(x) —Tyy,, ,(x) and y is satisfied with the

following conditions, then c,,,, is a core attribute of
incomplete information system.

(1) f(x,D)# f(y,D);

(@) min{o. (x)},|0 ()]} =15

GV €{c,nsnt, ) f(x0) = f(1,6)s

Proof: According to the condition:

3y eTy(x)~Tyy,, ,(x) » then we can know that
f(x,c,..)# f(y,c,,)» and because y e T,(x), then we

Ve, eleene,t s f(x,c)=f(y.c;) >
according to condition 3 ,we «can get that
Ve, e{c »C,} 5 f(x,¢) = f(y,¢c;), it shows that there
is only one attribute’s value between x and y is different,
the attribute is attribute ¢ the others are all same.

m+l ?

i

can know that

m+22°"

According to the definition of tolerance relationship, we
can know that yeg7.(x) , but yeT., ,(x), and
according to condition 1 , f(x,D)# f(y,D) , as for
UlindD)={Q,...0}, x and y can not belong to any
division subset of D relative to U. Suppose
xeQ, ,yeQ ,1<s,t<r,s#t, according to the

definition of lower approximation under the tolerance
relationship,  we can get yegQ, then

VeDc, ,Os veley 0
Teoteyy @ @ Dey, (0,5 then x ¢ D, O, in the same

,because of

way, yegD. ., 0> x&Dc . 0, according to the

definition of D positive region relative to P, we can know
that x ¢ POS. . (D) y¢POS. , (D), according to

ac(y)‘} =1: (1) when ‘6C(x)‘ =1,

according to the definition of the generalized decision
function, we can know that T,.(x)cQ, , then

xe€ DO, € POS.(D) , because xgPOS. . (D), then

condition 2 min{}9,.(x)

>

POS.., ,(D)c POS.(D) > as positive region is

monotonically increasing when the attributes are added
under tolerance relationship, we cannot get positive
region of complete attribute set C when retaining other all

attributes except attribute ¢ so C,,, is the core

m+1 >
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attribute of incomplete information system; (2)
when ‘ac(y)‘zl , according to the definition of the

generalized decision function, we can know that
(<@ - then yeD.Q cPOS(D) . as
yEPO‘%{%I}(D), then PO%{CM}(D)CPO@(D), Cooit
is the core attribute of incomplete information system.
Proof finished.

Theorem 3: Let S=(U,A,V,f) whereU =U’UU", U'is
the total sample set with complete attribute values, U'is
the sample set that we only know the partial
values. A=C°UC'UD, C'is the significant attribute
set, C' is the redundant attribute set, D is the decision
attribute set. [fVaeU ,vbeU",VceC, c(a) = c(b) , then
conclude that the information system’s certainty is stable.

Proof: Let any classification of the system is
E eU|IND(C),(i=1,2,..,m) , where m is the number
of the classification divided by the condition attribute set
C, {X,,X,,...,X,} =U|IND(D), then for some certain
classification EeU|IND(C), it’s certainty to the
decision attribute class is as following:

Hinax (E) = max({lEﬂXJ /|E| X eU| IND(D)})

Then we can induce the information system certainty
as below formula:

m E[| "

o (8) =27

izl |U|

/umax (Et) (8)

Based on the above formula of the information system
certainty, we can discuss the above theorem from two
angles:

if C'has only one element ¢, then we can regard the
formula E['eU|IND(C°U(c)), (i=1,2,...,m') as the
classes determined by the condition attribute
set C=C"U{c} . Since c is the redundant attribute, we
consequently obtain U|IND(C°) =U|IND(C0 U{c}) ,

namely adding redundant attribute can’t affect the classes
in the information system S, i.e. E = E', therefore , we can
induce result that if VE,EeU| IND(CO), then there

must be the formula 3E eU|IND<C0 U{c}), we can

obtain the formula, y,, (E)= ,umaX(E') ; that is to say,
e (S) in the information table is not changed.

In the same way, if C ={C,C,,..,C,} is the
redundant attribute set, then the 4, (S) in the

information table will not changed.
Theorem 4: If P C and Va € (C—P) in new

granular space GRS =(GR,C,D,V", f") , then
GR/(Puiah)= ] (X/{a}).

XeGR/P
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Theorem 5: Assumed GR is a domain, P and Q are
respectively the sets of equivalence relation in GR, if
PcC, QcC,then

GR/IND(PUQ) =GR/ IND(P)NGR/IND(Q)

Proof:

Proof:

GR/IND(PUQ) = (] IND({a})
aePUQ

=( () INDUa)N(C () IND{a)N( [ IND({a}))

aeP-PNO acQ-PNQO aePNQ

= () INDUa)N( () IND({ah))N

aeP-PNQ aePNQ

( () IND(a)N( () IND({a})))

aeQ-PNQ aePNQ

=(("IND({a})) ([ IND({a}))

aeP aeQ
=GR/ IND(P)N\GR/ IND(Q)

From theorem 5, one conclusion was obtained as below
Assuming P and Q are equivalence relation of domain

GR, when 1/|GR|<GD(R)<1, P and O CR ,
P:{XI’XZ""’Xn} ’ Q:{YJ’YP”
testify that granularity is drab diminishing with attribute
increasing, it is right to testify

GD(P)-GD(PUQ) :i\IND(P)\ /|GR —i\IND(PuQ)\ /|GR

Y} . In order to

=(21ND(P)\ —EHVD(PuQ)\ )/|GR’
~(SJmoep) - YN NINo) ) /|Gr

III. THE NEW ATTRIBUTE REDUCTION ALGORITHM

A. Tolerance Class Algorithms

In reference [12], the basic idea of computing tolerance
class is:  when  calculating each  tolerance
class 7, (x) (Vx eU), compare the other [U| -1 objects’
values of attributes set B in  incomplete information
system. So calculation of a tolerance class needs to
calculate ‘B‘(‘U‘_l) times and calculation of tolerance

class T,(x) (VxeU) needs to calculate |B|U|(U|-1)

times. Reference [11] uses an important property of
tolerance class to calculate tolerance class, that

i8 Ty (x) 2 Ty (x) (@€ C-B,Bc C). Hence, when
calculating 7}, (x) , compare x with other objects in

tolerance class 7, (x) , do not compare x with the objects

which are not in tolerance class 7}, (x) . Thus it can reduce
Computation greatly. However, tolerance relationship has
another important property, that is T is reflexive and
symmetric, Ty(x,y) < T(y,x) . Therefore, when

comparing x and other objects each time whether they are
tolerance relationship, f x and y is tolerance relation, then

puts y into 75, (x) , at the same time, puts x into 7, () . So
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when calculating 7,(y) , x and y do not need to be
compared repeatedly. It makes the calculation not more

than %‘Bﬂwqw—l) Therefore time complexity and

calculation are greatly reduced.
Algorithm I: Calculation of Tolerance Class

Calculate tolerance class Ty, (x,) (x;, €U ,
C=1{c,,Cypsc,}» B={c,¢y50c, 1, 1Sm<n)
Inpl'n: S = (UaArVaf) s TB(xi)'
Output: Ty, 1 (X;) -
Fori=1 to |U| do
U T g, () = Ty, () UAX ) 5
If (f(xiﬁcmﬂ) ==*
Then TBU{%,,\ (x)=T(x,);

Else {
For j=i+1 to ‘U‘ do
{f (f(xj’cmﬂ) =*)v f(‘xj’cmH) = f(x;,¢,41)
Totie,y () =Ty, () U 33
Taiyy () = Taype, () U}
}
}
h

We use Table I to descript the algorithm.

TABLE L.
INCOMPLETE DECISION TABLE

U | a | a | a | a | D
1 1 1 2 1 1
2 2 * 2 1 1
3 * * 1 2 2
4 1 * 2 2 1
5 * * 2 2 3
6 2 1 2 * 1
7 1 1 2 1 1
8 2 * 2 1 1

According to the definition of tolerance class, we can
calculate that:

T, (1)=1{13457}

T, (2)= {23568}

T, (3)=1{12,34,56,7.8},
T, (4)=1{13457},

T, (5)={1,2,3,4,56,7.8}
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T, (6)= 12,3568}
T,(7)= {13,457}

T, (8)= {23,568}

Tu O=13457 =T, .. (H=T, .. (7).
T oy =123568=T, ., (6)=T, . (8.
T, . 03)={2345678-T, ., 5,
Ty (D) = {457},

T a0y (2) =1{2,5,6,8}

Ty 3) =13}

T iany (B =1{1457},

T ey (5) =112,4,5,6,7.8}

T a0 (6) =1{2,5,6,8}

Ty (1 ={LAS5,T}

T a0,y (8) = {2,5,6,8} -

B. Calculation of Core Attributes

By means of calculating Algorithm 1, we can get
allT,(x) (VxeU,B < C).If we can find attributes’ core
of incomplete information system by these 7,(x) ,

attributes reduction will become more accurate and
efficient. In detail, reference [5] analyses the conditions
which core attributes should satisfy in the incomplete
information system and it also prove the correctness and
necessity of adding generalized decision function to solve
the problem of incompatible and inconsistencies.
Algorithm 2: Calculation of Core Attributes:

Input: all tolerance class T, (x,) (VxeU,BcC)
Output: core attribute set Core
For i= ‘C‘ to 0 do
{ B={c,¢ppn;}s A={c),ChpeCi i}

Forj=1to ‘U‘ do

GE T, (x,) # Ty(x))

{if3y GTB(X)—TBU;C ,(x) and y satisfy theorem 2;
Then Core = Core | {ci} ;

Break;

H
H

}

C. Description of Attributes Reduction Algorithm in
Incomplete Information System

Algorithm 3:  Attributes Reduction
Input: § =(U,A4,V,[f) , where C={c,,c,,.,c,} -
U={x,xy,,%.}-
Output: attributes reduction R
(1) Suppose vx, eU(I,(x)=U), use algorithm 1 to
I,(x)BcC,x, el) ,
condition information quality 7 (C| D) and information

quality 7(D);

calculate all and calculate
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(2) Make R = ¢, use algorithm 2 to calculate core

attributes  set of incomplete decision table
and R = R Core;
(3)  Calculate  [(C|D) and [(R|D) .

if I(R|D) = I(C|D), then output attribute reduction R,

break up the algorithm, otherwise execute step (4);
(4) If C—R=¢, then output attribute reduction R ,

break up the algorithm, otherwise, for each ¢, e C—R,

use algorithm 1

Sigy(t)= max Sig,(C;) » R=RU{#} . according to

to calculate Sig,(C,) , suppose

definition of attribute significance, the attribute with the
biggest significance is added into R, go to step(3).

The time complexity of step (1) is l\CU DHU\Z; The
2

time complexity of step (2) needs only to extend ‘CHU‘Z

in the worst circumstance and the best time complexity is
s After entering the Step(3) , the time complexity of

step (3) is %\RUDHU\Z - %\CHU\ZQ From step (4) to step (3),
the time complexity is ‘C—R‘x%‘CHU‘Z :%‘C‘Z‘U‘Z . From

the above, we can know that the time complexity of the
attributes reduction algorithm 3 isl‘c‘z Ul
2

We can see that the calculation times of step (4) to step
(3) is the most in all steps of attributes reduction
algorithm 3, but calculation of core attributes can greatly
reduce the calculation. Sometimes, there is no need to
execute step (4) at all. So in practice, the time complexity

of the algorithm will be much less thanl‘ch‘z.
2

D. Description of A Decision Information System GRS

Algorithm 4: GRS Algorithm
Input: inconsistent decision information system table
S:(IJ,A, V,ﬁ, U:(Xj,XQ, ...... Xm), C:{C],Cg,....cn}
Output: consistent decision information system GRS,
Step 1 GR=null;

t=1;
Gt={x1};
Step2 For (I1=2;1<m;l++)
If f(xi,cj)=1f (xi-1, ¢j) and
fxi, D) =f(xi-1,D)
Then Gt=GtU {xi};
flag=1;
Else
if f(xi,cj) =f (xi-1, ¢j) and
f(xi, D #f(xi-1,D)
then G=G,U {x} ;
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f(G;,D)=max(f(x;,D)+1
flag=0;
Gt.count++;
Until S=null;
step 3 GRpos =null;GReg=null;
if flag=1;
GRpos: GRpos U {Gt}a
Else
GRucg = GRueg U {Gi};
GR= GRpos U GRyg.

IV.ILLUSTRATION AND ANALYSIS

A. Illustration 1 Description
As shown in Table 1, we can do as below.

Step1: By the caculation, we can get that :

T{als“zﬂs.%) (1) = {1’7} >

(2)=1{2,6,8},

{ay,a;,a3 a4}

T"al’abaa“‘t} (3) = {3} °
]v{al,ag,a3va4}(4) = {495} >
,(5)=1{4,5,6}»

{a, Js,03 Ay}

1(6)=1{2,5,6,8}

{ay,ay,a3 a4}

T;a[,az,alah‘} (7) = {1)7} >

1(8)=1{2,6.8}

{al .03 Ay }

Teyp () = {17}

T.p(2) = 12,68} »

Toup(3) =13}

Teyp(4) = 45>

Teyp(5) =15}

Toyp(6) =12,6,8;

Toyp (M) =17}

Ty (8)= 12,68} 5

T,(1) = 1{1,2,4,6,7.8 =T,(2)=T, (4 =T,(6),

T,(3)=1{3},
T,(5) =15},
1(C|D) = I(CU D)~ I(C) = ,I(D)_g.

Step 2: According to definition of generalized
decision function, we can get:

0.(1)=0,(2)==0.(7)=0.(8)=11}»

©2012 ACADEMY PUBLISHER

JOURNAL OF SOFTWARE, VOL. 7, NO. 8, AUGUST 2012

60(3):{2},
0c(4)=0.(5)=0.(6)={1.3}.
Then we find that T, m(l);ﬁ @y a}}(l) R

Ty D =Ty 0.0y (D) = 1455 5
conditions of Theorem 2, then a,is the core attribute of
incomplete information system quit from circulation;
Then we find out 7, (3)=#T,, 03

{al o (3) - {al ) .(3)=1{1,2,4,5,6,7,8} , After calculating,
we find that 4 satisfies the conditions of Theorem 2, so
a, is the core attribute of incomplete information system,

and 5 satisfies the

Next we
the results

will compare
show that

quit from this circulation .
.a, a,\(x) and T‘{a,}(xi) ’
Ty (x)=T,,(x,) > according to the conditions of
ay,a, i a i

Theorem 2, we judge that there is no y exist , therefore
a, is not core attribute. Finally, we compare T, (x) and
a i

T¢(xl_)=U , but there are not items which satisfy the
conditions of Theorem 2, so g, is not core attribute too.
Go to step 3.

Step 3 : Now the attributes reducetion set R = {a,,a,} ,
calculate the tolerance class under attribute a; and a,,

we can get that :

T{”3ﬂ4} (1) = {1’2’6:738} >

(2)=11,2,6,78},

{03 A4y

Tay G =13}

T 0, (4) ={45,6,}
T 0, (5) =1{45,6,}>
T, .,(6)=1{12,4,56,78},

T, .. (7) = {12,678},

71(513‘514} (8) = {152963758} >

Ty ayun(D) = 1,2,6,7.8} »
Ty anunp(2) =1{1,2,6,7.8} »
T 0qup(3) =13}
Ty ayup () = {4,6} >
T () =1{5}>
T,y 0op(6) = {1.2,4,6,7.8}
T4y anunp (1) =1{1,2,6,7.8} »

o ®) = {12678}

{“1 ag}
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From the above, calculate the information quality of
attribute set R, calculation process as follows:

1
I(R‘D) =I(a3,a4‘D)—I(a3,a4) =g

As a result of ](R|D) = I(C|D) , the process ends,

output attribute set R ={a;,a,} , R is the relative

attributes reduction which we want to require.

In reference [12], it’s attributes reduction algorithm
can not calculate core attributes, but calculates every
attribute’s significance, and then computes the reduction.
So it’s calculation and time complexity is higher than the
new one. This new method can calculate the tolerance
class effectively and can acquire the core attribute
directly, so there are less attributes which need to
calculate the attribute significanc. In algorithm, bacause
the calculation of attribute significanc is the largest, this
method can greatly reduce time complexity. In this
example, there is no need to calculate any attribute’s
significanc to acquire the attributes reduction set.

B. Illustration 2 Description
As shown in Table II, we can do as below.

In Table I , an attribute a5 is added into the

TABLE II
ONE INCONSISTENT DECISION INFORMATION SYSTEM S
u a b c d D
X1 1 * 0 1 1
X2 1 2 0 1 1
X3 * 0 0 1 0
X4 0 0 1 2 1
X5 2 1 * 2 1
X6 0 0 1 2 2
X7 2 0 0 1 0
X8 0 * 2 2 1
X9 2 1 0 2 2
X10 * 0 0 1 0

incomplete information system. The calculation in step 1
of example 1 is still useful. We do not need to calculate
again in step 1 of example 2.
Firstly, change the Table S into GRS as Table III.
Calculate IND(C) by the granularity formula.
IND(a) = {{G1},{G2,G4},{G3,Gs} )
IND(b) = {{G,}{G2,G53},{G4+,Gs} }
IND(c) = {{G1,G2,G4}.{G3},{Gs}}
IND(d) = {{G1,G4},{G2,G3,Gs,Gs,G7,Gs} }
IND(D) = {{G1,G2},{G3,G+Gs} }

©2012 ACADEMY PUBLISHER
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According to granularity fineness formula, obtain the

fellowing result.

1P+2°42° 9
GD(a)=——"= =~
@ 5? 25
P+22422 9
GD(hy=—2"T"5% =~
©) 5 25
P+ +12 11
GD(c)=—"""" ="
© 5 25
ap@y=2+3 13
5? 25
According to algorithm three, the thinner the

granularity, the higher the distinguish rate, so it is the

more important to decide the thinnest granularity.

According to algorithm, if the importance is same, it is

important to decide the first attribute. So get Attribute a.
Similarly knowable:

IND(aUb) = {{G1},{G2} . {G3},1G4},{Gs} ),
so the attribute granularity is
PP+ +P+1 1

5 5

GD(aUb) =

According to the examples, it reduces space waste to
reduce incompatible division table into compatible
division table, and shorts search time. And it reduces a lot
of unnecessary operations with incremental method to
calculate the size.

The algorithm introduced fineness concept of
knowledge granular based on knowledge granular
definition, and redefine a simplified granular space to
overcome the error in uncertainty system reducing, so we
can reduce the uncertainty information system into
compatible information system. The method not only
applicable to incompatible information system, and
experiments show that it can eliminate the repeat factors
in original information table, and make the reduction in
new simplified system. We design a new reasonable
measurement granularity fineness calculation formula of
attribute importance for the purpose to rapid reduce search
space, and gives the recursive formula. Using this formula
as heuristic information, we designed attribute reduction
of which the time complexity is

max(O(|C||GR|),O(C|’[U/C|) based on granularity

fineness. The theoretical analysis and practical simulation
results show that: the method greatly reducing waste of
space; time complexity is relatively low; reduce the
computation time in a certain extent, thus provide
effective methods for calculating the minimum reduction.
The advantage of using granularity to reduce is: making
the meticulous division to the information system;
working out the relatively accurate reduction. However, it
increase time and space complexity undoubtedly in large
list. It will be our further work to fuse the granularity
fineness importance and discernibility matrix.
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C. Experiment

To test the method better, some practical data was
extracted and an experiment was done, the result was as
Figure 1.
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Figure 1. Note how the caption is centered in the column.

V. CONCLUSION

In this paper, at first discusses the shortcomings of
ordinary attribute reduction based on information
quantity in incomplete information systems; And via
using an important property of tolerance class, presents
an improved calculating algorithm of tolerance class.
This method greatly reduces the calculating complexity
of tolerance class; Secondly, by analyzing the computed
results of tolerance class, presents a new method of
calculating core attributes based on information quantity
in incomplete information system and proves that it is
correct; Finally, using information quantity as heuristic
information and as the condition to determine whether it
is an attributes reduction, designs a new attributes
reduction algorithm under tolerance relation in
incomplete information system. The analysis of the
realistic example shows that the algorithm is accurate and
effective. This algorithm of attributes reduction can
acquire core attributes directly based on the tolerance
class’ computation and greatly reduce the calculating
complexity of attributes reduction. The algorithm also is a
basis for the research of attributes reduction when there
are one or more attributes adding into the attributes set of
incomplete information system.
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