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Abstract—In this paper, we focus on the problem of shape 
retrieval and clustering. We put two questions together 
because they are based on the same method, called 
Improved Graph Transduction. For shape retrieval, we 
regard the shape as a node in a graph and the similarity of 
shapes is represented by the edge of the graph.  Then we 
learn a new distance measure between the query shape and 
the testing shapes. The main contribution of our work is to 
merge the most likely node with the query node during the 
learning process. The appending process helps us to mine 
the latent information in the propagation. The experimental 
results on the MPEG-7 data set show that comparing with 
the existing methods, our method can complete shape 
retrieval with similar correct rate in less time；For clustering 
task，the existing literatures in this domain often use the 
distance measure between the testing data point individual 
which is proved not enough in the real applications. In this 
paper, we think about the core concept in semi-supervised 
learning method, and use a graph to reflect the original 
distance measure, and combine the density information of 
the data distribution with the distance measure. Given a set 
of testing data, we select the original data randomly and use 
graph transduction iterative on the defined graph. The 
given algorithm is rapid and steady comparing with the 
existing clustering method. The experiments show that the 
novel algorithm is effective for the clustering task. 

Index Terms—shape retrieval; unsupervised clustering; 
graph transduction; reducation of probabilistic transition 
matrix 

 

I.  INTRODUCTION  

Shape retrieval is an important problem in computer 
vision. There are many different kinds of retrieval 
methods based on shape matching [1] [2] [3] [4]. Other 
methods like [5] use the graph transduction to learn a 
better metric. Reference [5] is general and could be built 
on top of any existing shape matching method. Since [5] 
came from a semi-supervised learning method named 
label propagation, its convergence is as slow as label 
propagation. Reference [5] gives the convergence 

property of their method, which shows us that a long time 
is needed for converge process to get the final result. In 
this paper, we provide a novel method named Improved 
Graph Transduction. Our method reduces the iterative 
process, and speeds up the finish of the iterative process. 
In addition, our method could mine the implicit 
information after each iteration process, and take 
advantage of it to achieve better prediction in the next 
iteration. In [5], given a dataset of shapes, a query shape 
and a shape distance function need not to be a metric.  A 
new distance function is expressed by shortest paths on 
the manifold formed by the known shapes and the query 
shape. We improve [5] by ranking the labeled result after 
each iteration round and choose the most likely shape in 
the testing shapes as believable shape. A believable shape 
means that it belongs to the same class with the query 
shape, and then we use the believable shape to help the 
iterative process. So a different distance function is 
learned rapidly. The detailed algorithm is showed in 
subsequent part.Fig.1 shows the shape retrieval results of 
a query horse shape. The first horse the initial shape; 
other horse shapes are retrieved shapes, which are in the 
same class with the first one. The goal of our method is to 
find these retrieval shapes. 

In traditional classification task, labeled data is used 
to train the classifier, but label data manually is taxing for 
human. On the other hand, clustering task used 
non-labeled data to complete the classification or 
clustering problem now, but generally only distance 
information (or called similarity between testing data) is 
used in clustering method, which is not enough for the 
most situations. Recently a new technique named 
semi-supervised learning (SSL) appeared. The SSL 
methods mine the useful information hidden in the 
unlabeled data which is proved important for the 
classification result. Following those SSL methods, we 
focus on the problem that uses unlabeled data to improve 
the clustering task in this paper. There are many 
semi-supervised learning methods, like generative models 
[6], the method assumes a model 

( , ) ( ) ( | )p x y p y p x y= i where ( | )p x y  is an identifiable 
mixture distribution. The method uses large amount of 
unlabeled data to identify the mixture example 
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components. Then ideally we only need one labeled 
example per component to fully determine the mixture 
distribution. Self-training [7], the method used the most 
confident unlabeled data to help the classification result. 

Co-training [8], the method uses two different views to 
get the most confident data to improve the classification 
rate.

  

 
Figure1. Example of the shape retrieval results of a horse shape 

   Transductive support vector machine (TSVM) [9], the 
method uses unlabeled data to help the classifier to find 
the low-density areas in the distribution space. Other 
methods named graph-based method [10][11][12][13], 
those methods map the distance measure into a defined 
graph, and the vertexes of the graph reflect the data points 
in manifold space and the edges in the graph reflect the 
distance measure between the data points. These methods 
usually assume label smoothness over the graph. Many 
different graph-based methods could be found in the 
literatures, like Mincut [10], Gaussian random fields and 
harmonic functions [11], local and global consistency 
[12], Manifold regularization [13]; other methods about 
SSL could be found in the [14]. 

 The clustering method given in this paper is coming 
from the SSL methods and aims at improving the 
clustering task. We have used the method in the text 
detections to find the network unhealthy culture. 
Traditional methods with labeled data are insensitive to 
the new network unhealthy culture, so undetected cases 
usually happen. But the classifications through traditional 
methods with less or no labeled data are unstable. They 
are not suitable for the detection of the network unhealthy 
culture. Our method need no training data and has good 
stability in practical applications. The application in the 
detection of network unhealthy culture indicates that our 
method is effective. Moreover, more experiment results 
show that our method is general in many applications.  

Our method could be used in many fields like shape 
analysis [15], shape matching [16], and effectual shape 
retrieval [17], which show that the given method is 
useful. 

The rest of the paper is organized as follows. We 
summarize the related work of semi-supervised learning 
and distance metric learning in Section II. Section III 
describes our method. The experiment results are 
presented in Section IV. Finally, the conclusions are 
provided in Section V.   

II. RELATED WORK 

Semi-supervised learning is an interesting area in 
machine learning since it uses less labeled data to 
improve the classification performance. Recently a great 
number of graph-based semi-supervised learning methods 
have appeared like label propagation [18], graph mincuts 
[19], Gaussian Fields and Harmonic Functions [20], 
Graph Kernels [21] [22] [23].  All of them map the 
distance matrix to a graph. The labeled data is 
represented by the vertex and the distance relation by the 
edge in the graph. The edge of the graph is also named 

transition weight.   A   large   weight   means that 
the label   is easy   to propagate. Then propagation 
iteration is used to get the class label of the unlabeled 
data, and the transition weight is invariable during the 
propagation process. Through our experiments, we found 
that if the transition weight is dynamic, we could get 
more useful information to help the classification 
performance. This is the original idea of our method. 

Distance metric learning problem also has attracted 
amount of attention recently, it focuses on the selection of 
suitable distance function from a given set of distance 
measures. Xing et al. [24] use the solution of convex 
optimization problem to estimate a Mahalanobis distance. 
Yang [5] use  the graph  transduction  learning 
approach based on label propagation to improve the 
retrieval performance of a given distance measure. Our 
method is based on [5] but extraordinary different with it 
for we update the graph transduction parameters on the 
propagation process to help us use more useful 
information to get similar retrieval result with [5] and 
rapid propagation speed. 

III. ALGORITHM  DESCRIPTION 

A. The Framework of Learning Graph Transduction 
1) Similarity Measure 
In the case of shape retrieval, giving a set of shapes 

X={x1, …,xn}. The distance matrix D = Dij is computed 
by some shape distance functions, for example 
inner-distance (IDSC) in [5], Dij is the distance between 
the shape xi and xj for i,j =2,…,n. Then we convert the 
distance to a similarity measure in order to construct an 
affinity matrix W. Usually, this can be done by using a 
Gaussian kernel: 
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            (1) 
In our experiments, we use an adaptive kernel size 

based on the mean distance to K-nearest neighbor 
distance of the shape xi, xj and C is an extra parameter. 
Both K and C are determined empirically. 

)})(),(({ jiij xknndxknndmeanC ⋅=σ
    (2)         

The meaning in (2) represents the mean distance of 
the K-nearest neighbor distance of the sample xi , xj , and 
C is an extra parameter.  

2)Graph Ttransduction 

Firstly, we create a graph where the nodes are all the 
data points representing shapes. The edge between shapes 
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i, j represents their similarity Wij. Larger edge weights 
allow labels to propagate through more easily. An n×n 
probabilities transition matrix P is defined as a row-wise 
normalized matrix W. Where Pij is the probability of 
transit from node i to node j: 

∑ =

= n

k ik

ij
ij

w

w
P

1                       (3) 
Label propagation is formulated as a form of 

propagation on a graph, where label nodes propagate to 
neighboring nodes according to there proximity [5], given 
the definition based on (4). f is an n×1 matrix as soft 
labels f for nodes. Initially, the query shape x1 has 
f0(x1)=1, other retrieved shapes xi have f(xi)=0 for 
i=2,…,n.. Then we update the function f as (4). After a 
suitable number of iteration steps, we get the final f, 
whose order represents the similarity of shapes with the 
query shape:       
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            (4) 

B.  Shape Retrieval  
1) Ranking the Shape 

In [5], each row is normalized and we can know that 
after each iterative round, the new label of a node is 
decided by the rank of the iteration results f. The first of 
the rank is the initial query shape, and the second of it is 
the most similar with the query one. Based on this 
viewpoint, we can regard the second rank shape having 
the same class with the initial shape. In the next round, 
we change the retrieval task into finding the most similar 
shape with both of the two same class shapes. This 
operation will help us to find better result.  

2) Update the Transition Probability Matrix 

 As mentioned above, after we sort the iterative result 
of f, we get the shape which has the highest similarity 
with the initial query shape. We use the most similar 
shape and the initial query shape to do next iteration. Our 
operation is amalgamating transition probabilities of 
these two shapes.  The merging process can be showed 
in Fig.2. 

 

   (a)           (b)            (c) 

Figure2.  Transition probability map 

Fig.2 (a) is the fully connected graph which can be 
seen as the transition probability map corresponding to 
the probabilistic transition matrix P, and the state 1 
represents the initial query shape. After the first iteration 

cycle, we suppose that the most similar shape is shape 5 
which is expressed as state 5 in Fig.2. Before the next 
iteration, we combine the transition probabilities of shape 
1 and shape 5 to get a reduced matrix P， whose map is 
shown in (b). The operation is realized by adding the each 
transition probability of the fifth row to corresponding 
probability of the first row, the same operation to their 
columns. After we calculate on this reduced matrix P, the 
further transition probability matrix is calculated and its 
corresponding map is (c).  

The algorithmic process can be simply divided into the 
following steps:  

1) Based on the IDSC result, calculating the weight 
matrix and the transition probability matrix of the query 
shape by using (1), (2)and(3). 

2) Calculating the most similar shape with the query 
shape by (4). The most similar shape is in the same class 
with the query shape.  

3) Combining the transition probabilities of the most 
similar shape with the query shape, getting a reduced 
matrix P. The merging results are looked as transition 
probabilities of a new query shape. 

4) According to the reduced matrix P, calculating the 
next most similar shape with the above- mentioned new 
query shapes .The step 2) and 3) are expressed by Fig.3. 

5) Repeat the step 2)to 4) until all the same class 
shapes of the query shape are found. 

6) Repeat the step 1) to 5) to calculate all shapes in 
data set. 

C.  Clustering 
As mentioned above, each point xi gets its fi, which 

indicates the class information. Ranking the results of f, 
and finding the location of the highest increase of f value, 
the location indicates the divide of different clusters. 
Those points, which have larger values of f than the point 
on the divide location, have the same class label of the 
initial random point xr. For remaining points, repeating 
above steps, we can find the points in the same class. 

Our algorithm can solve the clustering problem of 
multiclass. The algorithm transforms multiclass 
clustering problem into repeated two-class clustering 
problems. The algorithmic process can be simply divided 
into the following steps:  

1) For all the data points, calculating the weight 
matrix and the transition probability matrix by using (1), 
(2) and (3). 

2) Random choosing the initial point xr,and giving it 
the label f0(xr)=1.  

3) Calculating the soft point labels f by (4).  
 4) Ordering the f value from small to large, calculating 

the distance of two adjacent points, getting the point 
location of the maximum distance as the divide point. 

5) The points, which have larger soft label values than 
the divide point, are in the same class. 

6) To the remaining points, which have smaller soft 
label values than the divide point, repeat the step 1) to 5) 
until the maximum distance has not obvious difference 
with other distances. 
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     (a)                                      (b) 

Figure.3 shows the finding process of the similar shapes to the query shape. In (a), the shape on the top left is the initial query shape, and the shape on 
the lower left is the most similar shape to the above shape, information of these two graph is used to strengthen the process to get the next result. In 
(b), the new shape which is find in the last time is used to get the next result.  

TABLEⅠ IS THE RETRIEVAL RATES (BULL’S EYE) OF DIFFERENT METHODS 

 

 
Figure 4.  The comparison of IDSC_LP and our method, the shapes on odd lines are the results of [5], and the even lines are our results. The 

sequences are different, but the correct rates are similar. 

From algorithm steps above, we can see that the initial 
point and the time of iteration stops need no priori 
information and manual intervention. That is the choice 
of the initial point is independent with the final clustering 
results. Moreover, the number of clusters need not be 
estimated before clustering. Next, the convergence 
analysis is given to prove the feasibility of the randomly 
choosing initial point. 

D.  Convergence Analysis 
  The core part of the algorithm is information 

propagation, which can be seen as the transformation of 
the label propagation. The random initial point can be 
seen as the point with implied label. The label matrix is 
f= [1 fu]T, the label of the random initial point is 1, fu is 
the label of other unclassified point. The probabilities 
transition matrix P can be expressed as: 

        

11 1

1

u

u uu

P P
P

P P
⎡ ⎤

= ⎢ ⎥
⎣ ⎦                   (5) 

  Refering the convergence proof in [25], we can get 
the expression: 

            ( ) 1

1u uu uf I P P−= −
              (6) 

From (6), we can see that the cluster result only relates 
with the transition matrix P, and has nothing to do with 
the choice of initial point. Therefore, we can randomly 
choose the initial point. The experiments results also 
show that the algorithm is convergence after enough 
iteration steps.  

Algorithm CSS[1] SC_TPS[2] IDSC_DP[3] Shape tree[4] IDSC_LP[5] Our Method 
Score 75.44% 76.51% 85.40% 87.70% 91.00% 90.10% 
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IV. EXPERIMENTAL RESULTS  

A.   Shape Retrieval Experiments  
The shape retrieval experiments are on MPEG-7 data 

set which has 1400 silhouette images grouped into 70 
classes. The retrieval rate is measured by the so-called 
bull’s eye score [5]. In our experiment, we use Gaussian 
Kernel function with the same parameters [5] to calculate 
the weight matrix and the initial matrix P. The parameters 
are C=0.25, k=10. Simultaneously, we retrieve 300 the 
most similar shapes, and construct the affinity matrix W 
for only those shapes. Here, W is of size 300×300 as 
opposed to a 1400×1400 matrix. For a query shape, after 
20 iterations, we get f to find the most similar shape and 
the reduced matrix P to find the next similar shape. After 
20 times finding, we will get all the 20 different shapes in 
the same class with the query shape. The number of 
iteration for each query shape is less than that of [5]. The 
number of iteration of the update weight is set empirically, 
and other parameters are same with [5].  

In the TableⅠ, we list the retrieval rate of different 
methods. Fig.4. is the comparison of some retrieval result 
shapes between IDSC_LP and our method. Fig.5 is the 
retrieval rates and time consuming curve (bull’s eye) of 
IDSC_LP method and our method on the MPEG-7 data 
set. Comparing with IDSC_LP method, our method 
spends half of the time to get the final result. 

 

 Figure 5. shows that our method spends about 2 seconds to get the 
retrieval result of each shape with the retrieval rate 90.10%. But the 
IDSC_LP needs about 4 seconds for each shape with the retrieval rate 
91.00%. 

B.  Clustering Experiments  
Our experiments are on synthetic datasets as [25] and 

[26]. Because it is easily to describe two-dimensional 

data in coordinate space, the clustering results can 
intuitively show through experiment graphs. 

As show in Fig.6, the dataset is the points in 
two-dimensional space. First, we calculate the distance 
between each two points, and get the distance matrix D as 
the input data of the graph transduction. 

Specially explaining, the results of the algorithm only 
depend on the distance matrix D and the density of 
sample points. That is the absolute space locations have 
no effect on the clustering results. So the choice of axis is 
arbitrary. 

The blue star point is the random initial point of the 
first clustering, and the red star point is the random initial 
point of the second clustering. We can conclude that 
whichever point is chosen as initial point, the cluster 
result is accurate. Moreover, number of clustering need 
not be known in advance. The clustering process needs 
no priori information and manual intervention.  

 

 
Figure 6. (a) has 301 data points, the numbers of data points for two 

classes are 150 and 151. (b) is the result of KNN method. Here, we have 
20 training points and 281 testing points, and K=10. The training point 
in different cluster is marked with black and blue color. Green and 
purple points represent different clustering results; (c) and (d) are the 
clustering results of our method. In (c), the purple points are the first 
spin-off cluster, and the green point is the second cluster. The initial 
point is chosen randomly. Here, the coordinate of it is (1.54, 0.9794), 
which is marked as blue star point. In (d), the random initial point is 
also marked as blue star point, and its coordinate is (1.84,-0.2694). 
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Figure 7. (a) has 1206 data points, every class has 402 data points; (b) 
and (c) are the clustering results of our method. Purple points are in the 
first spin-off cluster. Green points are in the second cluster. Black points 
are in the third cluster. In (b), the coordinate of random initial point in 
the first clustering is (2.44, 1.9711), which is marked as blue star point. 
The second clustering initial point coordinate is (1.98, 0.9799), which is 
marked as red star point. In (c), the initial points are also marked as blue 
and red star point, and their coordinate are (3.2, 0.9048) and (1.24, 
3.2253). In the next figures, the colors in clustering results represent the 
same meanings as Fig.7. 

 
Figure 8. (a) has 1206 data points. The numbers of data points for 

three classes are 602,102 and 102. The meanings of (b) and(c) are the 
same as Fig.2. In (b), the initial points coordinate of two cluster are 
(1.44,-2.6071) and (0.0002, 1.5). In (c), those two coordinates are (0.42, 
3.0134) and (-0.1435, -1.07).  

               
Figure.9 (a) has 1565 data points. The numbers of data points for 

three classes are 802,502 and 262. The meanings of (b) and(c) are same 
as Fig.2. In (b), the initial points coordinate of two cluster are 
(-1.09,-1.9811) and (0.14,2.4033). In (c), those two coordinates are 
(-1.54,-2.5239) and (0.332,-2.3709).  

 
Figure10. (a) has 1006 data points. The quantities of data points for 

three classes are 602,302 and 102. The ordinate of (b) indicates the f 
values after the first clustering process. In contrast with the clustering 
result in (e), we can see that in (b), 302 f values have great difference 
with others, which correspond with the purple points in (e). The 
ordinate of (c) indicates the f values after the second clustering process. 
As we see, the remaining data points also have obvious difference in f 
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values. So we can get the green points in (e) are in the same class. The 
ordinate of (d) indicates the f values after the second clustering process. 
Here, we cannot find a visible difference of f values, so the clustering 
work stops, the remaining data points are in the same class. In (e), the 
coordinates of blue and red star points are (-0.04,-1.4448) and (-0.66, 
3.0041). In (f), the coordinates of blue and red star points are (-2.94, 
0.6168) and (0.5,-0.0143). 

V. CONCLUSIONS 

In this paper, we present a novel method to solve the 
problem caused by stationary probability. The intuition is 
that some useful information could be strengthened after 
each iteration process which helps to get rapid shape 
retrieval result. The experiment shows that we have better 
retrieval rates than mostly previously methods and 
slightly bad than [5], but we are much faster than [5], 
which is significative in shape retrieval. In the future, we 
focus on the work to improve the retrieval rate and solve 
the multi-class retrieval task. Simultaneously, the method 
can be used to do unsupervised clustering. Compared 
with the traditional unsupervised clustering method, our 
algorithm considers both local distance information and 
global density information. The algorithm is effective 
when the high-density zone is very dense. When the 
high-density zone is relatively sparse, the clustering 
accuracy reduces. The next work of us focuses on 
improving the algorithm to solve more general clustering 
problem. The non-metric problem given by [27] is also 
the future work which should be helpful for the 
classification result. 
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