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Abstract— Establishing and accessing a reliable 

communication infrastructure at crisis site is a challenging 

research problem. Failure in communication infrastructure 

and information exchange impedes the early response 

efforts resulting in huge loss of lives and economical 

impacts. In this paper, we present the results taken over the 

wireless mesh network that had been deployed to provide 

first responders with an infrastructure for local 

communication on campus during the drill. Additionally the 

network was connected to the outside world through a wired 

backhaul. This infrastructure is quickly deployable, easily 

configurable and interoperable in a heterogeneous 

environment with minimum interdependencies. We present 

the measurements taken directly over the network by 

capturing operational network traces to evaluate network 

performance and identify the source(s) of bottleneck to 

improve performance and network resource usage for 

future deployments.  

Index Terms— Mesh network, Emergency communication 

deployment, Real scenario measurements, Field data and 

Performance evaluation 

I. INTRODUCTION

This work studies different key factors in designing a 

robust communication infrastructure with applications for 

emergency response situations. A robust communication 

infrastructure must consistently detect and dynamically 

adapt to the changing network circumstances including 

different devices using various technologies joining and 

leaving the network. Additionally, the network should 

support distributed command and control systems to 

enable different first responders exchange information 

and collaborate. In most disaster scenarios such as 9/11, 

different organizations have not been able to 

communicate with each other [8] [20]. This is because 

either the network becomes unavailable at some point in 

time, or different devices are not able to cooperate. 

Considering the scale and frequency of the recent 

disasters such as World Trade Center and Hurricane 

Katrina, there has been more attention paid to the 

continuous availability of a robust communication 

infrastructure to assure the best and fastest service.  

Design of such system affects emergency response and 

recovery in addition to planning. Also, considering the 

different ways the nation is affected by each one of these 

large scale disasters shows the importance of developing 

research in such wide multi-disciplinary research areas. 

This requires electrical and computer engineers to work 

closely with social scientists, structural engineers, and 

researchers from many other disciplines to identify the 

vulnerabilities in the proposed communication 

infrastructure and improve system reliability. Based on 

National Science and Technology Council Committee of 

environmental and Natural Resources, “a sustained 

emphasis on risk mitigation and public/private 

partnerships is essential throughout all aspects and at all 

levels of the community” [23]. 

Some of the frequently observed, serious outcomes of 

disasters are loss of lives, health issues, social effects 

such as looting, or economic pressures such as price 

gouging, more specifically gas price and loss of the 

tourism industry [21] [22]. From technology and business 

perspectives, when there is a power failure, most markets 

are affected with an inevitable impact on the economy of 

the country as reported aftermath of blackout incidents 

recently.  

There are many references about the lack of 

communication between Police and Fire department at 

the 9/11 disaster. The Fire department did not hear 

warnings issued by the Police department asking for 

evacuation of all people in the area of the second building 

[5]. This incident confirms the necessity for a technology 

that is able to work with heterogeneous devices to send 

and receive messages across different systems. A robust 

communication infrastructure provides connectivity in a 

heterogeneous environment. We address the overall 

communication problem with existing infrastructures by 

deploying a mesh network to resolve issues such as 

interdependency, unreliability, and interoperability. Some 

of these shortcomings have been the main cause of 

existing communication infrastructure failure at many 

incidents [2]. This is why the problem of designing a 

robust communication technology is becoming crucial.  
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The organization of the rest of this paper is as follows: 

section III presents the technical challenges in design and 

development of new technology, while section IV 

presents some of social implications of applying these 

new technologies. In section V we present the special 

requirements of a robust communication infrastructure at 

a disaster site by describing the communication 

infrastructure deployed over a drill on the UCSD campus. 

Section VI presents the results from measurements during 

the exercise, followed by an analytical discussion of 

network performance, and proposing solutions to improve 

network performance. Section VII provides a brief review 

of concerns surrounding secure communication and 

privacy issues with the rapid growth of communication 

technology and the Internet. Section VIII concludes this 

paper. 

II. RELATED WORK

Recently Wireless Mesh Networks (WMNs) have 

become very popular research area for the use of 

unlicensed spectrum and low cost of IEEE 802.11b/a/g-

based off-the-shelf devices. The mesh architecture 

provides easy configuration and high reliability by 

choosing alternative routes in case of link or node failure 

and provides an economic solution to extend network  

coverage by eliminating the need for high cost 

maintenance. Wireless mesh networks have been used as 

a solution to extend wireless coverage in many cities [36] 

[37] [38-41].  

In [6] authors present a mobile Ad hoc network 

(MANET) where the nodes communicate via a 

blackboard structure. The humans and sensors provide 

information as data input to the nodes in this network. 

They have implemented their idea as a proof of concept 

to provide the users with the appropriate information 

based on data input.  

In [27], the authors describe Hyacinth architecture 

which is a multi-channel mesh network where non-

overlapping radio channels are explored to improve the 

available bandwidth limitations and show the network 

performance improvement obtained using two network 

interface cards versus one. They describe the channel 

assignment and routing in Hyacinth mesh architecture in 

[26]. In [28] the authors study the effect of multi-way 

interference in mesh network caused by simultaneous 

transmission of different nodes. 

In [29], the authors present Mesh-DV routing protocol 

for wireless mesh networks and in [30] the importance of 

a cross-layer routing protocol and the gain enhancement 

in wireless mesh network is studied. In [31] real 

measurement results are presented studying the feasibility 

of mesh network for all-wireless offices. Another work 

by [32] presents measurements over an outdoor wireless 

mesh network. In [33] the authors address performance 

evaluation of AODV for multi-radio mesh network 

considering the limited capacity and scalability due to 

interference. The performance behavior related to the 

handoff between access points in an 802.11-based mesh 

infrastructure (iMesh) for community applications is 

presented in [34]. 

We proposed a Hybrid Wireless Mesh Network 

(HWMN) for emergency situations which is a low-cost 

widely deployable infrastructure for the use of free 

unlicensed spectrum and IEEE 802.11b/a/g off-the-shelf 

devices in [1] [35].  This mesh network has been 

deployed with the particular application for emergency 

and crisis scenarios. In this paper we present the real 

network performance measurements obtained during a 

recent drill on campus to improve performance for the 

similar scenarios in future deployments. 

III. TECHNICAL CHALLENGES IN DESIGN AND 

DEPLOYMENT OF NEW TECHNOLOGY

To design a robust communication infrastructure, there 

are a large number of technical factors to be considered. 

In the design of future communication technology, we 

need to reduce possible interdependencies to improve 

reliability and minimize the cost of loss [17]. This makes 

the system more robust and resilient to failures in other 

components of a communication system. For example, 

high dependency of communication infrastructure on 

power supply has been one main reason for cellular 

failure in many scenarios. There needs to be a stand-

alone, emergency power source for each base station so 

that the system can survive a land line failure to provide 

uninterrupted service.  

When a large scale disaster strikes, first responders are 

sent to the site immediately. Once the most pressing 

needs of the disaster are addressed, the next step is to 

establish a command and control center. To 

accommodate this need, a communication infrastructure 

is required to provide decision makers with data and 

information from the site to receive digital maps, data, 

and feedback from personnel in the field in a timely 

manner. Also, it should be able to provide a reliable 

connection with enough resources for a distributed 

command and control center [19]. Details on the future of 

command and control for disaster response along with the 

theory can be found in [12]. 

The communication infrastructure needs to be reliable 

and interoperable with the existing responder 

organizations’ devices in a distributed system. 

Additionally, it needs to be easily configurable and 

quickly deployable at low cost. The system should be 

designed in a modular fashion that is easily upgradeable 

with the technology evolvement without the need to 

replace the entire system. This leads to an economic 

deployment solution which is affordable for different 

public and private agencies. Furthermore, it is desirable 

to provision redundancy for an effective network 

management based on the trade-off between reliability 

and cost. We have identified the following objectives in a 

chaotic deployment and provide the results and solutions 

in progress: 

(1) Cross-Tier diversity effect  

Real measurements over the network confirm the fact 

that the application performance and delay in a network 

with shared resources is not caused merely by one source. 

This has been experienced in the drills conducted in San 

Diego County and by people at Katrina [3][20]. This 

JOURNAL OF SOFTWARE, VOL. 3, NO. 2, FEBRUARY 2008 53

© 2008 ACADEMY PUBLISHER



effect can be moderated by allocating network resources 

more efficiently based on real-life scenarios and 

measurements.   

(2) Interoperability and network congestion 

Interoperability in a heterogeneous system is required 

to enable collaboration among different organizations 

where different devices use different technologies such as 

WLAN (Wireless Local Area Network), Wi-Max 

(Worldwide Interoperability for Microwave Access), 

WWAN (Wireless Wide Area Network). In a chaotic 

environment all different systems share the same network 

resources, i.e. they communicate over the same network, 

share network media and resources therefore recovery 

mechanisms from congested network is not trivial. While 

network congestion, resource allocation and meeting 

minimum quality of service are resolved in the 

established and mature standard such as 802.11, they 

continue to be highly challenging problems where all 

different devices and technologies interfere in a non-

traditional model. During our measurements we noticed 

that when a cell phone is really close to the 

transmitting/receiving node, the throughput is 

considerably reduced [3]. Since there is not a single 

standard communication technology today we need to 

plan and provision interoperability capabilities in 

heterogeneous systems [18]. Regardless of the technology 

that each individual system uses, different systems are 

uniformly connected to the relaying mesh nodes and will 

be able to exchange data as presented in section V.  

Regardless of the technology that each individual system 

uses, different systems are uniformly connected to the 

relaying mesh nodes and are able to exchange data.  

(3) Adapt and reconfigure network topology  

Applying test-bed captured network traces is a cost-

effective tool to re-configure the network topology for a 

more efficient network performance and dynamic 

adaptation. It enables network designer to repeat the real 

world scenarios in a simulation environment to re-

configure and evaluate alternative topologies to recover 

from component failures or to meet QoS requirements by 

selectively turning nodes on/off.  

(4) Traffic management 

Based on real measurements obtained in several drills 

and deployments, we selectively allow specific types of 

traffic depending on the application requirements to 

regulate traffic and transfer the most urgent type of traffic 

with a best effort service. This allows the network to 

adapt to the critical conditions that are at the core of the 

infrastructure. We modify the network load at the 

operating network, partition the functionality of the 

network over the components of the infrastructure, and 

re-schedule activities considering the constraints.  

(5) Reliability and Maintain network connectivity 

Maintaining the network connectivity after initial setup 

is another challenge as the network load gradually 

increases during recovery stage. Mesh network provides 

reliability in a sense that there are always alternate routes 

in case of a component failure (node or link). Based on 

real measurements we find scenarios and topologies that 

facilitate establishing a reliable network at disaster site to 

speedup recovery, manage traffic, and allocate network 

resources towards an efficient and reliable network. 

IV. SOCIAL CHALLENGES IN DEPLOYMENT OF NEW 

TECHNOLOGY

Emergency planning and response/recovery 

approaches to a disaster vary from one incident to the 

next depending on the scale and the nature of each 

disaster. The degree of urbanization or the geographic 

spread may require different actions for a specific 

respond. The degree of urbanization is determined by the 

number of people affected by the disaster, but the 

handling of these incidents is different from those that are 

spread over a wider non-urban area. Wild fires are a good 

example of a disaster that affect a very wide area such as 

national parks at a first stage, however if it does not get 

under control in a timely manner, it may eventually lead 

to a larger scale disaster and impact more people.  

Another key factor in planning the emergency response 

is whether the disaster has been predicted or not. With 

advance notification, we are potentially able to set up a 

better communication infrastructure and possibly even 

have a backup technology in place before the disaster 

occurs, or in the case of the wildfire example above, 

before it spreads to populated areas. In designing and 

developing warning systems, the age and physical ability 

of those affected and their preference for methods of 

receiving information should be considered [15]. This 

may vary, depending on the time of day or the level of 

knowledge that the affected people have about the 

incident. The content of disseminated warnings should be 

very clear in explaining the nature of disaster and 

providing sufficient information for the recipient to avoid 

the disaster or reduce losses. When planning for 

emergency response, we should keep in mind that people 

may not follow instructions exactly, or may not evacuate 

to safe areas even if ordered to do so for different reasons 

such as family, belongings, and pets, or they may simply 

not trust the accuracy or the source of the warning.  

Different organizations, public or private, may resist 

deploying new technology for different reasons such as 

cost and culture [7]. This might attribute to the cost of 

replacing/upgrading the existing technology or the cost of 

training people to learn how to use new technology. 

There is a natural resistance to the unknown and the new 

technology needs to show high performance before being 

deployed in a large scale. 

There are additional cultural and traditional factors 

against using some technologies versus others. For 

example, although cell phones are widely used in a 

disaster by people to contact friends and family, it is not 

that common to communicate with work colleagues in an 

emergency situation. Another important factor is the level 

of knowledge of future operators/users of the system and 

the amount of training that is required to deploy a new 

technology [14]. The system should be user friendly, easy 

to configure with minimal training requirements while 

maintaining security and privacy in specific applications 

as required. Finally, it is significant to have the new 

technology fully tested before final deployment. These 
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are some of the social implications that need to be 

addressed within the context of communication 

technology. 

V. COMMUNICATION INFRASTRUCTURE AT DISASTER SITE

A reliable robust communication technology is 

necessary to transmit information at all stages of an 

emergency situation to handle disasters more efficiently. 

This includes disaster mitigation, preparation, response, 

and recovery. Emergency response and recovery have a 

more specific need for quick deployment and easy 

reconfiguration of a communication infrastructure. These 

are more time-sensitive applications, while mitigation and 

preparation usually allow a longer planning time.  

At a disaster site, there may not be any communication 

infrastructure available. A mesh network infrastructure 

can be deployed quickly to provide a network for local 

communication. If there is any kind of Wide Area 

Network (WAN) or communication technology available, 

the local network at a disaster site can communicate to 

the outside world through this link. It is different from 

other mesh deployments in cities because of its 

application for emergency scenarios, portability, flexible 

infrastructure, and independence from power lines by 

being battery operated. This wireless mesh infrastructure 

is quickly deployable with minimal configuration and has 

multiple interface cards to communicate in a 

heterogeneous environment with different technologies. 

In this architecture, only gateways are connected through 

wireless long haul links, which is considered 

advantageous, as fewer nodes need to be configured/re-

configured.  

The mesh architecture is resilient to the failure of 

nodes or links as there are alternate paths to take if any 

one link fails. Similarly, a node can communicate through 

other nodes when a neighboring node fails. This 

characteristic improves reliability, as unavailability or 

failure of sub-components of the system does not affect 

the overall performance of the system and the service will 

be continuously available. This architecture is robust in 

the sense that it is able to operate in a heterogeneous 

environment with a variety of technologies. Additional 

wireless access nodes can join the network without 

causing a service interruption by finding the closest node 

with best signal strength and connecting to expand the 

existing network. Finally, at a disaster site, if we need to 

move the nodes at some point in time, reconfiguration is 

trivial since these wireless access nodes will 

automatically form a network as long as there is a line of 

sight between nodes. These wireless access nodes allow 

users to communicate with each other when there is no 

wired configuration. Figure 1 shows the infrastructure of 

the mesh network deployed at a disaster scene which 

provides connectivity to the command center and 

throughout the disaster site. 

We have deployed this infrastructure in several drills at 

the university campus and city levels as part of the NSF-

funded RESCUE project (Responding to Crises and 

Unexpected Events), and in exercises of the San Diego 

Metropolitan Medical Strike Team (MMST). Recently, 

San Diego’s MMST, which coordinates the city and 

county’s medical response to a disaster, staged a drill 

based on a scenario involving a terrorist attack and gas 

spill at the Calit2 (California Institute for 

Telecommunications and Information Technology) 

building on the UCSD campus. A local wireless mesh 

infrastructure was established at the site to provide 

connectivity at the site, while the gateway was connected 

to the Internet through a backhaul link. Sensors and 

wireless patient tracking devices communicated data over 

this reliable network locally and to the Internet. Patients 

were tagged with wireless devices connecting them to 

Internet through the mesh nodes, communicating their 

medical status, treatment record, and vital information to 

medical personnel at the site of the disaster. We have 

captured traffic data during this drill to develop network 

performance studies and improve network resource usage 

for similar scenarios. This is a multi-tier architecture and 

the number of tiers varies depending on the location and 

the time. Wireless mesh nodes, laptops, medical record 

PDAs, patient tags (iTAG) [25], and cameras form the 

tiers of the network.  

At a disaster site, all different response organizations 

need to communicate to the decision-makers off-site 

including the Emergency Operations Center (EOC), 

occasionally transferring large amounts of data such as 

digital maps or video information. We have analyzed the 

large amount of data obtained during the drill to ensure 

the mesh network infrastructure is capable of providing 

the best service possible for data in a timely manner such 

that network congestion is avoided. We will discuss some 

of these findings in next section.  

VI. MEASUREMENT RESULTS AND ANALYTICAL 

DISCUSSION 

In this section we present a subset of the measurement 

results obtained from the drill [13]. This particular subset 

of data consists of 8 tiers: server, wireless mesh nodes: 

nodes 1 to 5, one laptop, and a gateway. The gateway was 

directly connected to the Internet via a wired network.  

Figure 1- Mesh network infrastructure 

For this particular work, we study the network 

behavior within the local mesh network. Figure 2 shows 
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the total number of bytes sent at all network layers per 

direction.   

For this set of data, the total response time is 456 

seconds. 137.6 KB of application data and 328.7KB of 

network data were transferred. The difference between 

these two values shows the amount of protocol overhead. 

Based on detailed study of the number of packets and the 

size of the packets, it is learned that the large number of 

small packets traveling over the network is the main 

source of bottleneck. This is verified by dividing the total 

number of messages sent by the number of packets 

exchanged in each direction. Table 1 shows the nodes in 

which processing delay can be a cause/potential cause of 

bottleneck in the network. Processing delay at the server 

appears to be the main source of delay which accounts for 

approximately 68.7% of total delay. In this particular data 

set, node 2 is the next potential bottleneck in terms of 

processing delay. Nodes 1 and 2 have the largest number 

of application turns which indicates the number of times 

the direction of communication changes between these 

two nodes. This can be optimized to improve 

performance in situations when larger amounts of traffic 

are transmitted. The large number of application turns 

between the nodes is one parameter that can be 

minimized for performance optimization. This will 

reduce the number of request/respond set of messages. 

The latency is insignificantly small in this example. Table 

2 identifies bottlenecks and potential bottlenecks in the 

network. The main causes for these bottlenecks seem to 

be protocol overhead, chattiness, retransmission, and very 

occasionally out-of-sequence packets.  

It is interesting to notice that in the set of data collected 

in this drill, TCP windowing and Nagle’s algorithm are 

not causing any bottlenecks. Figure 2 shows the amount 

of application data transmitted between the server and 

mesh node number 2. Application throughput is 

approximately the same between server and all mesh 

nodes.  However network throughput statistic includes all 

application data and network protocol overhead which is 

similar for all mesh nodes except node 2.  

Network throughput statistic includes all application 

data and network protocol overhead. Based on this 

measurement, server and node 2 are communicating over 

the network by sending a large number of small packets 

for RSRB messages (Remote Source Route Bridging) 

creating overhead [4]. Another source of bottleneck is 

the large number of retransmissions over the network. 

This may occur for two main reasons: either the network 

is heavily congested, or there exist some error-prone 

links. All network data is sent over Transport Control 

Protocol (TCP) which retransmits packets if they are lost 

or experience a long delay. This leads to a longer 

application response time. Figure 4 and 5 show the 

network throughput from server to node 3 (very similar to 

   

Figure 2- Network Data (Bytes) (Directional) 

Figure 3. Application throughput from server to a mesh access node 

Figure 4. Network throughput from server to a mesh access node 
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Figure 5. Network throughput from server to a mesh access node 
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the network throughput between sever and node 1, 4 

and 5) and node 2. Figure 6 shows the number of 

retransmission each node experiences. We see that node 2 

has a large number of retransmission which is due to 

existence of error-prone links in this case (network 

congestion is not the cause in this scenario) and as a 

result the network throughput varies drastically from 

other nodes. Based on our measurements, server and node 

2 are communicating over the network by sending a large 

number of small packets (about 42% of total packets) as 

RSRB messages (Remote Source Route Bridging) 

creating overhead [4].  

Table 1- Delay over the network 

 Server Node 1 Node 2 Node 3 Node 4 Node 5 Gateway 

Processing Bottleneck No 
Bottleneck 

Potential 
Bottleneck

No 
Bottleneck 

No 
Bottleneck 

No 
Bottleneck 

No 
Bottleneck 

Table 2- Network diagnosis for bottlenecks and potential bottlenecks 

 Server <-> 
Node 2 

Server <-> 
Node 1 

Server <-> 
Node 3 

Server <-> 
Node 4 

Server <-> 
Node 5 

Protocol 
Overhead

Bottleneck Bottleneck Bottleneck Bottleneck Bottleneck

Chattiness Bottleneck Bottleneck No 
Bottleneck 

No
Bottleneck 

No 
Bottleneck 

Retransmissions Bottleneck Potential 
Bottleneck

Bottleneck Bottleneck Bottleneck

Out of Sequence 
Packets

No 
Bottleneck 

No 
Bottleneck 

No 
Bottleneck 

No
Bottleneck 

No 
Bottleneck 

TCP Windowing 
(A  B)

No 
Bottleneck 

No 
Bottleneck 

No 
Bottleneck 

No
Bottleneck 

No 
Bottleneck 

TCP Windowing 
(A  B)

No 
Bottleneck 

No 
Bottleneck 

No 
Bottleneck 

No
Bottleneck 

No 
Bottleneck 

TCP Nagle’s 
Algorithm

No 
Bottleneck 

No 
Bottleneck 

No 
Bottleneck 

No
Bottleneck 

No 
Bottleneck 

In disaster scenarios where responders communicate 

different types of data, video, digital maps and voice over 

the same network, different types of services should be 

defined to meet each application needs specifically. 

Finally Figure 7 shows the total amount of application 

and network data exchanged between server and mesh 

nodes. The network behaved differently between server 

and node 2 because of an error-prone link which was 
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verified by the signal strength measured during the drill.          

Our goal is to extend this research to identify the main 

cause of this particular behavior and reduce the number 

of retransmission to reduce the occurrence of bottlenecks 

in the network. Additionally in future network studies we 

will enhance the network performance to transfer voice 

and data (video for example) with the best possible 

Quality of Service (QoS). Since in this particular 

application protocol overhead is a main source of 

bottleneck, network resources can be utilized by sending 

fewer larger application messages. Detailed study of Ad 

hoc performance measurement is crucial as it provides 

the test bed to experiment different topologies at different 

locations, for a variety of scenarios for an efficient 

network performance. 

In voice applications over IP, voice is transmitted as 

packets over the Internet instead of bits over regular 

copper telephone wires. This application is very delay 

sensitive; therefore, QoS is important. Deploying VoIP 

over the mesh network provides local connectivity, 

enabling people at the disaster site to communicate with 

each other even without access to the Internet. When 

voice is transmitted over IP in a network with large 

packets, it would experience a larger delay which is not 

acceptable. Therefore, it becomes necessary to prioritize 

transmission of voice over data to reduce queuing delay. 

In disaster scenarios where responders communicate 

different types of data, video, digital maps, and voice 

over the same network, different types of services should 

be defined to meet each application needs specifically. In 

such scenarios, users sending voice are running a delay 

sensitive application which should be granted a Constant 

Bit Rate (CBR) service with a certain amount of 

bandwidth guaranteed at all time for that particular user 

while limiting the total number of users at any given time. 

Because of the QoS requirements of voice data, this type 

of traffic service prioritizes voice users over data users 

sending different types of data over the same network. 

Clearly the voice users are guaranteed with a minimum 

amount of bandwidth at all times; therefore data users 

may experience a longer delay depending on the amount 

of CBR traffic over the network. In this case, data users 

are provided by Available Bit Rate (ABR) service which 

means the available bandwidth is divided among the 

users, and there will not be any limits on the number of 

users in the network. Consequently the response time and 

end-to-end delay for data users are increased as they are 

left with a portion of bandwidth. 

VII. SECURITY AND PRIVACY ISSUES  

In an emergency application all different organizations 

communicate over the same network at some point in 

time. A secure communication is necessary for future 

communication networks to ensure that each organization 

receives only the data that is meant for them. In 

emergency scenarios with medical applications [11], 

patients’ medical data can be accessed only by the 

medical team as part of personal privacy requirements 

established by HIPPA. It is very important to keep 

classified information away from mass media, which are 

always present at a disaster site. Cellular phones location 

detection might play a crucial role in life threatening 

emergency scenarios while in many other scenarios may 

conflict with privacy and the desired anonymous 

communication objectives.  

In many scenarios, data should be encrypted to ensure 

that the right information reaches only the right people. 

Each data object has to be encrypted for the designated 

recipients so that only they are able to decrypt the 

message and access the information. There are several 

group communication protocols in traditional security 

systems addressing this type of security. In the 

applications with urgent need to access an operational 

infrastructure immediately, a feature should be 

implemented in the network enabling operators to turn 

encryption on or off. Depending on the special 

requirements of an application, an authenticating 

mechanism should ensure that only the right people 

access the information. Designing an appropriate 

authentication mechanism to provide secure 

communication over future hybrid networks is a 

demanding task considering the dynamic nature of the 

network. There has been a lot of research in identification 

mechanisms for Ad hoc networks [9].  

Message integrity is another key feature that needs to 

be provisioned within the system. Furthermore, if in some 

scenarios the general public is providing the response 

organizations with potentially critical information, there 

should be ways to verify the accuracy of information and 

find out if it is trustworthy. Some existing group 

communication protocols have been briefly discussed in 

[10]. It is important to keep the size of such messages 

reasonable, as the number of people sharing the same 

information is increased. It is important in a group 

communication protocol to keep the changes transparent; 

therefore, when a user leaves or joins the group, this 

should be seamless to the other people sharing the same 

information to facilitate the well-known key distribution 

and key management problems in group communication. 

These are all real concerns that are becoming more of an 

issue as the communication technology evolves. 

VIII. CONCLUSION  

Designing a robust communications infrastructure for 

emergency applications is a demanding effort. It should 

allow for reliable communication among different 

response organizations over a distributed command and 

control infrastructure. Additionally, it should facilitate the 

distribution of warning and alert messages to a large 

number of users in a heterogeneous environment. The 

new communication technology should be cost efficient 

with minimum training requirements to effectively 

operate the system to allow wide deployment. We 

addressed the problem of interoperability by deploying 

wireless Ad hoc mesh networking nodes with multiple 

interfaces to facilitate collaboration amongst different 

systems in a heterogeneous environment [1]. The power 

dependency as the cause of many tower failures has been 
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addressed by using battery operated wireless access nodes 

for emergency applications and planning a back-up power 

supply. 

   The important role of social artifacts and tradition 

has been mentioned in developing and deploying new 

technologies. Devices using new technologies are not as 

convenient and widely used as regular ones. However an 

established alternative plan for emergency 

communications will help to speed up rescue and 

recovery efforts considerably and make a more efficient 

use of network resources. For example the use of VoIP 

handsets needs to be encouraged although they may not 

have the high quality of voice over landline handsets and 

cellular phones. Traffic management is achieved by 

prioritizing voice over data traffic to meet time-sensitivity 

requirements of voice applications.  

We have presented measurements obtained over the 

real mesh test bed deployed on campus which is a 

valuable analysis tool to improve network survivability in 

emergency situations. In this paper we have explored and 

evaluated the network performance based on the real test 

bed measurements to identify vulnerabilities of the 

system off-line and to develop what-if scenarios to 

improve network survivability for disaster scenarios. We 

noticed that in this particular application, we should send 

fewer large packets to prevent bottlenecks across the 

network. By reducing the overhead caused by exchanging 

too many small control packets the network performance 

and application response time will be improved. 
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