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Abstract: The ability to generate data has never been as powerful as today when three quintile bytes of 

data are generated daily. In the field of machine learning, a large number of algorithms have been developed, 

which can be used for intelligent data analysis and to solve prediction and descriptive problems in different 

domains. Developed algorithms have different effects on different problems. If one algorithm works better 

on one dataset, the same algorithm may work worse on another data set. The reason is that each dataset 

has different features in terms of local and global characteristics. It is therefore imperative to know intrinsic 

algorithms behavior on different types of datasets and choose the right algorithm for the problem solving. 

To address this problem, this paper gives scientific contribution in meta learning field by proposing 

framework for identifying the specific characteristics of datasets in two domains of social sciences: 

education and business and develops meta models based on: ranking algorithms, calculating correlation of 

ranks, developing a multi-criteria model, two-component index and prediction based on machine learning 

algorithms. Each of the meta models serve as the basis for the development of intelligent system version. 

Application of such framework should include a comparative analysis of a large number of machine learning 

algorithms on a large number of datasets from social sciences. 
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1. Introduction 

Over the last few years we have witnessed a huge number of machine learning algorithms applications in 

a broad spectrum of domains. They have a crucial role in harnessing the power of the vast amount of data 

we produce daily in the digital age. The application of these algorithms and the process of developing 

quality predictive and descriptive models is complex, iterative and time-consuming because it involves 

comparing a large number of algorithms and adjusting their parameters. Therefore, there is a need to 

automate the selection of algorithms for models development. In this paper, we are dealing with definition 

of framework which would serve as a basis for intelligent system development in the field of social sciences. 

The paper is structured as follows. Section two gives in depth overview of relevant papers published in the 

field. Section 3 explains methodology and section 4 gives suggestion of framework. Section 5 concludes the 

paper and gives guidelines for further research. 

2. Related Work 

Many research papers were focused on developing modelling algorithms and a large number of 

algorithms have been developed, so there is a need to determine which algorithm is best to use in a specific 
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situation, in a particular domain, at a particular dataset. According to the “no free lunch” theory, no best 

technique exists for all situations (Peng et al., 2011). It is therefore imperative to selectively employ 

appropriate modelling techniques. Existing approaches generally use a “trial and error” basis and there is a 

lack of systematic research concerning which modelling technique should be used on a particular dataset, 

based on the characteristics of this dataset. With the of learning from previous experience, on data driven 

way, meta learning field was developed. In context of machine learning, meta learning is process of learning 

from previous experience gained by application of different algorithms on datasets of different 

characteristics (Brazdil et.al., 2008). Several approaches to meta learning were developed: learning based 

on properties of task, learning based on prior evaluation and learning based on prior trained models 

(Vanschoren, 2018). Previous research in the domain of classification techniques suggests that dataset 

characteristics considerably impact the performance of the machine learning algorithms and proves that 

the choice of the “best” classification algorithm is dependent on the given dataset (Chen and Shyu, 2011., 

Dessì and Pes, 2012., Kwon and Sim, 2013). Little recent research has focused on these issues. Kiang 

suggests that data characteristics considerably impact the performance of classification techniques (Kiang, 

2003). Bernadoı ´ −Mansilla and Ho (Bernado´−Mansilla and Ho, 2005) have developed metrics to evaluate 

the ability of a classification techniques to characterize different datasets, and use those metrics to 

determine the appropriate technique for a new classification problem. Ali and Smith’s study on the 

classification techniques selection problem (Ali and Smith, 2006) confirms that it is necessary to 

understand dataset characteristics to assist in learning algorithm selection. Chen and Shyu claim that the 

correlation between the characteristics of a dataset affect the performance of techniques (Chen and Shyu, 

2011). The selection of a proper techniques for a specific classification problem is very difficult, as the 

choice of the techniques to use depends on the chosen dataset (Song and Wang, 2012). Due to the large 

amount of data and availability of techniques for analysis, and given to resource constraints, research in the 

past year has been especially directed to automatic selection of techniques (Franklin, 2018). Therefore, we 

are listing a series of recent papers. Porto et. al. (2018) provide a comprehensive experimental comparison 

and propose a meta-learning solution designed for automatic selection and recommendation. On the same 

track is research of Ali and his associates. They associate dataset characteristics with selection of 

classification techniques but focus only on different decision tree algorithms and do not include other 

approaches to classification nor do they take into account dimensionality reduction or descriptive 

modelling techniques (Ali et al., 2018). Wu and Lu (2018) argue that researchers so far have, to a certain 

extent in some domains, developed automated methods for selecting algorithms based on data 

characteristics, however, such approach is not applicable to data sets from other domains. Zhang et al. 

(2019) in the research published a few days ago focused on one dataset characteristics and by extensive 

comparison of techniques tried to determine which is the best for certain characteristic. However, they do 

not take into account the domain specificity. Research by Sivakumara et al. (2018) also explored this topic 

by comparing techniques in the medical domain for early detection of cancer. Their comparative analysis of 

supervised learning techniques on different datasets resulted in a proposal for classification technique for 

that domain. Lorena et al. (2018) point out the need for data driven selection of dimensionality reduction 

techniques and analyzed characteristics that would give guidelines for selection of dimensionality reduction 

techniques. Authors emphasized the importance of exploring the domain characteristics of datasets. Based 

on this review, in this paper we are focusing of domain of social sciences.  

3. Data and Methods 

Why social sciences domain? Everyday social activities are influenced by digital systems which generate 

huge amounts of data when interacting with users. These data are used in social science research. The 

availability of data sources and the development of algorithms and tools for data collection and analysis, 

improved social science research since recording of phenomena that were previously unnoticed or even 

non-existent is enabled. Such data are social data because information systems are complex and dynamic, 

consisted of digital technology and social interaction. Whether it is a business system or a public database 
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containing information about entrepreneurial activity, collecting, processing and disseminating data 

through these systems reflects some form of social action. When analyzing data, the characteristics of the 

datasets must be taken into account. In this framework, we focus on two social science domains: education 

and business, combined forming a whole. From elementary to high school, and higher education, pupils and 

students’ behavior data is generated based on which academic performance is predicted. The process of 

transforming raw data into structured datasets convenient for machine learning algorithm application is 

one of the most important tasks of predictive modelling in education (Gardner and Brooks, 2018). In 

addition to data preparation, Gardner and Brooks identified a number of challenges from a data analysis 

methodology perspective: the lack of model evaluation and holistic approach in selecting the best predictive 

models is just one of them. Furthermore, Li, Wang, and Wang (Li, Wang, and Wang, 2017) emphasize the 

need to consider features that have correlative, temporal, and fragmented properties in the development of 

predictive models in education since such aspects will increase interpretation and accuracy of predictions. 

This is motivation for our research. The business domain relies on education. Upon graduation, students 

enter the business world. In the domain of business, there are a number of valuable data sources. We 

highlight the GEM database, which is a valuable source of information on entrepreneurial activity. The GEM 

database is extensive and imposes specific challenges to data analysis. In the field of analytics in 

entrepreneurship, methodology aspect imposes several questions. Bergmann et al. argue that there is no 

systematic analysis of relations between dataset characteristics and methodological capabilities in the 

entrepreneurial domain (Bergmann, Mueller, & Schrettle, 2014), which imposes its specificities. For 

example, researchers of entrepreneurial activity should take into account they are dealing with “rare 

events” (one value of the dependent variable is more frequent than the other value - class imbalance 

problem) (Bergmann, Mueller, & Schrettle, 2014). Those are only some of open questions from previous 

research which served as the basis for setting up the goals of this research proposal. 

4. Framework of Intelligent System 

The process of intelligent data analysis consists of several phases defining to discover potentially useful 

information and knowledge from the “raw data”. This process has been standardized and several standards 

have been developed so far. The most commonly used is the CRISP DM standard, which defines the 

following stages: domain understanding, data understanding, data preparation, modelling, model 

evaluation and usage. Within the standard, the modelling phase plays a crucial role, given the responsibility 

for extracting the patterns which will be used after the evaluation. Described protocol is applicable to 

problems of different domains. Each of these domains has its own characteristics that can qualify the data 

and specific data characteristic and features. The aim of framework presented here is to identify specific 

features of datasets from education and business domains and, at the end, develop an intelligent system for 

automatic recommendation of a modelling algorithm based on these features. The framework is presented 

in the figure below. 

 

Fig. 1. Intelligent system framework. 

 

The first phase, understanding the domain, focuses on the goals and requirements of the domain, 
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converting them to the definition of data mining problems, and developing a plan for achieving this goals. 

As part of first phase, the goals for each domain will be defined and domain experts will provide in depth 

explanation of domain requirements. The second phase, data understanding, begins with the initial data 

collection and continues with activities aimed at getting to know the data, detecting the quality of the data, 

and gaining first insight into dataset distributions. At this stage, data from different sources will be collected 

in education and business domain. Some of the data source in the domain of education are: data from e- 

learning systems, surveys conducted among students and publicly available repositories. In the domain of 

business, GEM (Global Entrepreneurship Monitor) database will be used, datasets from the World Bank 

Group Entrepreneurship Survey and publicly available repositories consisting of life quality data. Besides 

data collection, the basic activity of the second phase is data description, which involves examining the 

meta-features of the datasets. The relevant meta-features will be identified by a literature review. Up to 10 

meta-features will be selected and a categorization of each feature will be performed. By selecting 10 

features, each with a minimum of two categories, 1024 datasets need to be analyzed for each domain (a 

total of 2048 data sets) in order to capture all feature combinations. If there would be such combination of 

features, which could not be found on real dataset, such dataset will be generated. Models will be developed 

on each dataset using different approaches to machine learning. Supervised machine learning algorithms 

are categorized into four categories: probability-based algorithms, error-based algorithms, 

information-based algorithms, and similarity-based algorithms. The minimum number of machine learning 

algorithms to be included is four: which means that the minimum number of analyzes to be performed is 

8192 analyzes. During the evaluation phase, the degree to which the model meets the business objectives is 

evaluated, and the measures of accuracy and reliability of the model (e.g., confusion matrix, precision, 

response, RSquare) will be used as for evaluation. Such results will be integrated into a meta dataset 

consisting of a meta-example, each meta-example consisting of meta features and a target attribute: ranking 

of the machine learning algorithm. Based on such meta dataset, meta models will be developed by means of 

different approaches: correlation and ranking, multi-criteria modelling, using supervised learning 

algorithms. Meta models will be evaluated and the best meta model will be built into the final version of the 

intelligent system. As a result, an intelligent system will be developed for automatic recommendation of the 

machine learning algorithm taking into account domain and characteristics of the dataset in that domain. 

All obtained models will be interpreted with the respect to domain knowledge and success criteria. By 

doing so, such framework provides contributions in two directions: (i) methodologically, through the 

development of meta models and intelligent system, and (ii) domain-based, by discovering of new 

information, knowledge and patterns in each of the domains involved. Expected scientific contributions of 

application of such framework: 

1) systematization of knowledge in the field of dataset meta-features relevant for social sciences, 

2) repository of datasets in education and business domains with identified specific meta - features, 

3) developed descriptive models in the fields of education and business; 

4) developed predictive models dependent on the specific meta-features of education and business 

datasets, 

5) developed and evaluated meta models for machine learning algorithm selection based on the meta - 

features of the datasets, 

6) developed intelligent system for automatic selection of a machine learning algorithm, depending on 

the task and meta- features, 

7) created guidelines for decision makers in the field of education and business. 

In his merit, this meta learning framework defines how to develop reliable models in social sciences. In 

doing so, focus is on developing models capable of solving real-world problems in the field of education and 
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business. As shown in the literature review, intelligent data analysis is still under-applied in social sciences, 

and there are many open questions of how to use machine learning in particular domains of the social 

sciences. The framework proposed here is trying to give our contribution in this area. Besides scientific 

contributions, application of framework gives various social contributions. We believe that the real 

problems that will be addressed in intelligent system development are of great interest for society. 

Problems that will be addressed in the context of the education have a huge social impact. For example, the 

prediction of academic performance is a problem that interests both students and educational institutions, 

and the modelling of self-evaluation and the development of recommendation can contribute to the 

improvement of online teaching, which is taking a boom in all areas of society. On the other hand, 

entrepreneurial problems that are addressed in the intelligent system are of great importance at the social 

level due to the interest that exists on all related issues of quality of life. We believe that our results can 

achieve great contributions to the field of data science, but also help us address important social issues and 

that allow us to get in touch with the different agents to tackle socio-economic objectives and transfer the 

knowledge obtained through the development of software applications and recommendations. Moreover, 

there are multiple potential users of such system:  

1) data scientists: The basis of the framework is the intelligent recommender system for data scientists 

- which techniques to use in data analysis, depending on the domain and characteristics of the data 

set. System is useful for experienced data scientists as well as domain experts with little knowledge 

of data analytics. 

2) management of Higher Education Institutions, Teachers and Students: student predictive success 

models are important at all three levels because they explain the academic achievement and prevent 

a high level of student drop-outs from studies. 

3) managers: Predictive models of entrepreneurial activity identify trends in entrepreneurship and give 

new insight into entrepreneurial intentions. 

4) Governments and policy makers: through guidelines derived from business models. 

5) In the future research we will implement this framework in order to develop intelligent system. 
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