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Abstract—Data analysis is a quite important process and has 

been extensively employed in many areas. Especially in 

statistics, the distribution type test of data often needs to be 

handled. This paper presents that linear regression as a type 

of universal method can be applied to the distribution type 

test. In reliability engineering due to the failure data is 

commonly of non-linear relationship so that the linear 

regression method can not be directly employed. This 

difficulty can be resolved through linear transformation. 

Aimed for the linearization procedure of four kind of typical 

distributions, e.g., exponential distribution, normal 

distribution, logarithmic normal distribution and two-

parameter Weibull distribution, their transformations are 

respectively different. After linearization transformations, 

correlation coefficients had been used as a criterion to 

choose the most matched distribution type. This method can 

be conveniently operated in MS EXCEL. Several samples 

and experiments illustrated the detailed transformation and 

the efficiency than other methods.  

 

Index Terms—data analysis, failure data, linear regression, 

correlation coefficient, distribution type test 

 

I.  INTRODUCTION 

Data analysis is a quite important process and has been 

extensively employed in many fields such as energy, 

software, communication and various engineering etc [1-

3]. Some related methods had been researched by many 

scholars. Sun et al. [4] provides a robust data-recovery 

method based on functional data analysis to enhance the 

reliability of multichannel sensor system. Dauck et al [5] 

have developed an industrial data analysis (IDA) platform 

that automates the data analysis process to a large extend. 

The IDA platform uses fuzzy knowledge bases to match 

user requirements to features of analysis methods and to 

select, configure and execute IDA processes 

automatically. Lu et al [6] introduce a new lifetime 

evaluation method that can accomplish rapidly the long 

lifetime evaluation by using short-term aging data. In Ref 

[7], the author developed an efficient data analysis 

package for personal computer use in response to 

growing needs of the wind industry. Kovac et al [8] 

present a data analysis software package ‘AFV-SOFT’ 

that has been developed for the evaluation of alternative 

fuel vehicle performance. Jiang [9] has simulated the 

characters of diode by the NI Multisim platform and 

plotted conveniently voltage-ample characteristic curve in 

MS EXCEL according to the data analysis results. The 

curves plotted by EXCEL are more accurate and intuitive 

than the traditional hand-drawn curves. Shi [10] works 

out a EXCEL tool by taking advantage of the VBA 

language to accomplish the judgment function of data 

analysis. Some data analysis methods were also applied 

to software performance prediction and evaluation [11, 

12]. The mimic situations arise frequently in reliability 

engineering and the rules or relationships among data can 

frequently arouse researcher’s interests. Among a group 

of given failure data, the most concerned issue is which 

the distribution type belongs to.  

Hypothesis test method is a traditional way for this 

issue. The general methods include Kolmogorov-Smirnov 

(K-S) test, Chi-square 
2  test, Anderson-Darling (A-D) 

test and Crammer-von Mises (C-M) test [13-19]. 

However among those above mentioned methods, their 

computational process is always so complicated that more 

probability and statistical knowledge requires grasp for 

the data analyst. Furthermore, the computational results 

of hypothesis test may lead to not unique because that 

several distribution types can satisfy the conditions of 

hypothesis test. This situation often confuses the 

researchers and results in the imprecise judgment which 

can bring severe aftermath. Although some commercial 

software, e.g., MatLab and SAS, provide some mimetic 

functions, but more disk spaces are required meanwhile 

demanding pre-trainings are also necessary for the data 

analyzers.  

Linear regression method had been put forward by 

scholar Goodman in the 1950s [20] and then been widely 

employed in many applications [21, 22]. The EXCEL as a 

kind of office software has been so broadly used in 

various fields that a number of researchers and analyzers 
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can operate it expertly. The linear regression method as a 

tool had been embedded in EXCEL and the results of 

data analysis can be easily displayed on the chart by some 

simple operations like clicking on some correspond 

command buttons. In this paper, the applications of linear 

regression method had been developed for the judgment 

of failure data distribution type. Through the comparison 

of correlation coefficient in the EXCEL, the most 

matched distribution type can be quantitatively chosen so 

that the non-unique above mentioned would be avoid. 

This remaining will be organized as follows. Section II 

presents the principle of linear regression and the 

property of correlation coefficient. In section III, we will 

show how to linearize respectively several typical 

distributions in order to apply the method in EXCEL. In 

section IV, a number of experiments are conducted in 

EXCEL to demonstrate the linear regression method and 

then to compare the results. Finally, the conclusions 

drawn from this study are given in Section V. 

II.  LINEAR REGRESSION METHOD DESCRIPTION 

Linear regression method is often used to describe the 

linear relationship among some random variables. The 

method can be depicted as following. Given random 

variables X  and Y , their sample values 

( , ), 1,2, ,i ix y i n  are independent respectively. Then 

the following formula  

     (i=1,2, ,n)i i iy a bx     (1) 

can reveal the laws between variables X  and Y . In (1), 

,a b are unknown parameters and named as regression 

coefficient. The random variable i  subjects to s-Normal 

distribution 
2(0, )N   and stands for the errors on iy . 

The main object of regression analysis is to calculate the 

estimation value ˆˆ,a b  of regression coefficient ,a b  

according to the experimental data so that the value of y  

can be predicted on a given value of x .  

Given x , the following formula 

 ˆˆ ˆ    y a bx  , (2)  

can be seen as estimation of y a bx  . Equation (2) is 

also called as linear regression equation ( )x and whose 

plots are named as regression lines. Once the estimation 

value ˆˆ,a b  could be found out, we will get the explicit 

form of (2) which could be used to calculate the value of 

variable ŷ  on the given variable x . 

The least square method (LSM) is often employed to 

get the estimation value of regression coefficient. 

Generally speaking, we have ˆ
i iy y  because the random 

variable i  is not always equal zero. The approach 

degrees of theoretical value y and factual value ŷ  can be 

represented by the following formula 

 
2

1

ˆ ˆˆ ˆ( , ) ( )    
n

i i
i

Q a b y a bx


   . (3)  

So we may naturally think that the less value of ˆˆ( , )Q a b , 

the more high of fit degree. Consequently, according to 

the principle of LSM, we will get the estimation value of 

regression coefficient when equation (3) reaches its 

minimum. It can be described by  

 ˆˆ( , ) min ( , ) Q a b Q a b . (4)  

According to the principles of derivative, extreme values 

can be fetched by resolving the following equations 

 
1
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After the simplification of equation (5) and we will get 

the following equations 
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where 
1

1 n

i
i

x x
n 
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1

1 n

i
i

y y
n 

  .We may introduce the 

following notations 
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Then equation (6) can be changed into the following 

forms 

 

ˆ

ˆˆ

xy

xx

S
b

S

a y bx







 

. (8)  

As a consequence of the above analysis, the estimation 

values of regression coefficient can be gotten by the 

method of LSM. 

Correlation coefficient is the most general index to 

measure the degrees of linear relationship among 

variables that are linearly related. Correlation coefficient 

is defined by 
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xy

xx yy

S

S S
 


. (9)  

  is a dimensionless statistics and its absolute value is 

less than or equal 1. When 1  , it shows that all the 

sample data locate a straight line. Then we can come to a 

conclusion that the variables ,x y  are of linear 

relationship at the probability value 1. If 1  , then the 

bigger of the value of  , the better of the linear related 

degree among the variables; the less of the value of  , 

the worse of the linear related degree among the variables. 

In practical engineering, the square value of   is often 

used in order to compute conveniently. 

III.  TRANSFORMATION OF TYPICAL DISTRIBUTION 

A.  Data Preparation 

The most important thing needed to do is the variable 

transformation so that the transformed variables are of 

linear correlation. In reliability engineering, a lot of 

failure level and failure data (such as time) are not of 

linear relationship. On the contrary, there are some 

nonlinear relationships, e.g., exponential distribution, 

normal distribution, logarithmic normal distribution and 

Weibull distribution, between variables failure level and 

failure time. Consequently we can’t directly employ the 

correlation coefficient to judge which distribution type 

the law of failure data belong to. After variable 

transformation the relationships between failure level and 

failure time can be converted into the linear relationship. 

The detailed transformation of each distribution type will 

be treated in the next subsection B. Then correlation 

coefficient can be computed in EXCEL to judge which 

distribution type is more matched than the others by the 

comparison of correlation coefficient. Then the errors 

came from personal factor can be easily avoided, 

furthermore the quantification precision to choose the 

most matched distribution type will be dramatically 

improved. 

The second important matter is how to determine the 

value of the failure level corresponding the given failure 

time. According to the random property of failure, failure 

data can be seen as a random variable T . Order all the 

failure data by ascendant sequence, 

e.g., 1 2 i nt t t t    . Each failure data it has a 

corresponding failure level ( )iF t  which can be described 

by the approximate median ranks formula [23] 

  ( ) ( ) , n 20i iF t P T t   
i-0.3

n+0.4
. (10)  

Then above (10) is also named as experiential distribution 

function then the value of failure level can be determined 

for a given value of failure time it . The data points 

( , ( )), 1,2, , ,i it F t i n  will be properly transformed into 

( ( ), ( ( ))), 1,2, , ,i it F t i n    so that the latter are of 

linear relationship. Then using the transformed failure 

data, correlation coefficient can be calculated and 

compared quantitatively so that a most matched 

distribution type will be chosen. 

B.  Transformation of Typical Distribution Type  

As the above mentioned analysis, some data points 

( , ( ))i it F t  belonging to a certain kind of distribution 

types aren’t of linear relationship and special variable 

transformation need to be done. Aiming to different 

distribution type the linearization’s method is also 

respectively different. Then what require do is to analyze 

different distribution type and find out its respective 

linearization method. The following will address 

detailedly the linearization process. 

The cumulative distribution function (CDF) of 

exponential distribution is often depicted as follow 

 ( ) 1 , ( )

t

F t e t



 




   . (11)  

Parameters   and   are the unknown and parameter   

is named as location parameter. Obviously, these data 

points ( , ( ))i it F t  aren’t of linear relationship. However 

the linear equation (12) can be obtained by taking 

logarithm of (11) and simplifying: 

 
1 1

ln
1 ( )

t
F t



 
 


. (12)  

For (12), construct converted variables as follow 

 

1
ln

1 ( )
i

i

i i

y
F t

x t


 

 
 

. (13)  

From (12) and (13), a conclusion that the variables 

( , )i ix y  is of linear relationship can be drawn. 

Normal distribution’s CDF can be written as follows 

 

2

2

( )

2

0

1
( ) , 0

2

x
t

F t e dx t










  . (14)  

The unknown parameter   represents for expectation 

and  for standard deviation. According to the 

relationship between normal distribution and standard 

normal distribution, any normal distribution ( )F t  can be 

changed into standard normal distribution ( )y  whose 

form is as same as (14) with the parameters 0, 1    

by the following linear transformation 

 
1

y t


 
  . (15)  

Then ( ) ( )i iF t y   can be obtained on the base of (15). 

For each it , if supposing i ix t  then ix  has a linear 

relationship with variable iy  based on the (15). The 
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value of iy  can be gotten by looking for standard normal 

distribution table. 

The distinction between logarithmic normal 

distribution and normal distribution is whether or not the 

variable has been taken logarithmic operation. Its CDF 

can be written down 

 

2

2

(ln )

2

0

1
( )

2

x
t

F t e dx
x










  . (16)  

Be similar to the linearization of normal distribution, the 

( ) ( )i iF t y   will be finished by the following variable 

transformation 

 
1

lny t


 
  . (17)  

From (17) it can be shown that data points ( , )i ix y  are of 

linear relationship by setting lni ix t . 

Weibull distribution is widely used to model the 

variability in the fracture properties of ceramics and 

metals where the concept of the weakest link has been 

applied. For the two-parameter Weibull distribution, its 

CDF can be depicted as following [24] 

 ( ) 1

m
t

F t e


 
 
   . (18)  

In (18),  is the scale parameter and m is the Weibull 

modulus alternatively referred to as the shape parameter. 

Taking logarithm of (18) twice, it yields a linear equation 

 
1

ln ln ln ln
1 ( )

m t m
F t
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

. (19)  

Setting 

 

1
ln ln

1 ( )

ln

i

i

i i

y
F t

x t


 

 
 

, (20)  

then the data points ( , )i ix y  are of linear relationship 

based on the (19). 

IV.  APPLICATION METHOD IN EXCEL 

Supposing there are 20 failure data in the following 

Table I. They have been arranged from small to large and 

from left to right in the table I. 

TABLE I 
FAILURE  DATA 

 

For each data in the Table I, it has a corresponding 

failure level according to the (10). Their failure levels 

have been listed in the following Table II. 

TABLE II 
FAILURE LEVEL OF EACH FAILURE DATA IN TABLE I 

For exponential distribution, according to the (13) the 

values of variables ,i ix y  can be calculated by 

combining the data of Table I and Table II in EXCEL. 

The results (E and F column) have been shown in the 

following Fig. 1. 

 

Figure 1.  Linear transformation for exponential distribution 

Complying with the procedures of Charting in EXCEL, 

scattered diagram can be depicted for the E and F 

columns. First clicking the command “append trend line” 

in the chart menu, and then choosing “linear type” 

furthermore setting the display of formula. The result can 

be shown in the Fig. 2. 

 

Figure 2.  Scattered diagram and trend line for exponential distribution 

The parameter 2R  is equal to the square of  . In 

other words the 2R  represents the linear correlation 

degree. At the same time, the linear regression equation is 

also shown in the Fig. 2. 

7.8 11.3 13.8 15.9 17.4 

19.4 20.6 22.3 23.5 24.9 

26.6 28.5 29.7 31.2 33.4 

34.5 37.0 38.8 42.5 51.4 

0.034314 0.083333 0.132353 0.181373 0.230392 

0.279412 0.328431 0.377451 0.426471 0.47549 

0.52451 0.573529 0.622549 0.671569 0.720588 

0.769608 0.818627 0.867647 0.916667 0.965686 
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For normal distribution, the first thing needed to do is 

to get the value of iy . Using the ( ) ( )i iF t y  , iy  can 

be gotten by the inverse function of standard normal 

distribution. In EXCEL the function is NormInv whose 

syntax format is NORMINV (probability, mean, 

standard_dev). 

The meanings of those parameters are as follows: 

probability: the probability value of normal 

distribution. 

mean: the arithmetic average of normal distribution. 

standard_dev: standard deviation of normal 

distribution. 

From the (15), we can easily know that the value of ix  

is equal to the it .The values of ix  (E column) and iy  (F 

column) have been calculated and shown in the following 

Fig. 3. 

 

Figure 3.  Data after transformation for normal distribution 

The scatter diagram and trend line shown in the 

following Fig. 4 can be depicted in the similar manner. 

 

Figure 4.  Scattered diagram and trend line for normal distribution 

For the logarithmic normal distribution, the analysis 

method is similar to the normal distribution. The only 

distinguish lie in the value of ix  is equal to ln it  

according to the (17). The data after transformation can 

be also depicted as the following Fig. 5. 

 

Figure 5.  Data after transformation for logarithmic normal distribution 

The scatter diagram and trend line for logarithmic 

normal distribution can be depicted by the similar manner 

in the following Fig. 6. 

 

Figure 6.  Scattered diagram and trend line for logarithmic normal 
distribution 

For two-parameter Weibull distribution the data can be 

transformed according to the (20) in the similar method 

and the values of ix  (E column) and iy  (F column) can 

be depicted as the following Fig. 7. 

 

Figure 7.  Data after transformation for two-parameter Weibull 
distribution 
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The scatter diagram and trend line can be shown in the 

following Fig. 8 by the similar method. 

 

Figure 8.  Scattered diagram and trend line for two-parameter Weibull 

distribution 

For the sake of convenience, the above computational 

result of the data analysis can be listed in the following 

Table III. 

TABLE II 
COMPARISON TABLE OF LINEAR REGRESSION RESULT 

From the comparison table, we can draw a conclusion 

that the most matched distribution of failure data is 

subjected to the two-parameter Weibull distribution 

because the correlation coefficient is the highest. At the 

same time, the linear regression equation had been found 

out which can be used to estimate the related parameters 

of the two-parameter Weibull distribution according to 

the (19) and (20). Because the correlation coefficient is 

computed quantitatively, the personal observation error 

will be avoided efficiently. The failure data can be treated 

as the two-parameter Weibull distribution for prediction 

or some other intents.  

V.  CONCLUSOINS 

In this paper, the linear regression principle had been 

put forward as a type of data analysis method for the 

distribution type test. The method can be employed for 

the distribution type inference of failure data. For each 

general distribution, the linear regression method can’t be 

implemented directly. First linearization needs to do and 

the detailed procedures are also respective different. The 

correlation coefficient had been examined for the 

comparison of several probable distribution types. 

The detailed steps of the application for the linear 

regression in EXCEL have been illustrated. A group of 

data has been used for the distribution type test by the 

comparison of the correlation coefficient. The result has 

shown that the linear regression method is validated and 

convenient for the analyst. Furthermore, the method is 

also adapted for developing related software. 
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