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Abstract—An embedded OSS (Open Source Software) known as one of OSS has been gaining a lot of attention in the embedded system area, i.e., Android, BusyBox, TRON, etc. However, the poor handling of quality problem and customer support prohibit the progress of embedded OSS. Therefore, many companies have been hesitant to innovate the embedded OSS because of OSS includes several software versions. Also, it is difficult for developers to assess reliability and portability of the porting-phase in case of installing the embedded OSS on a single-board computer. In this paper, we develop a method of software reliability/portability assessment tool based on a hazard rate model for the embedded OSS. Especially, we analyze actual software failure-occurrence time-interval data to show numerical examples of software reliability/portability assessment for the embedded OSS. Moreover, we show that our model and tool can assist quality improvement for embedded OSS systems development.
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I. INTRODUCTION

There is growing interest in the next-generation software development and maintenance paradigm by using network computing technologies such as a cloud computing and SaaS (Software as a Service). Also, the software development paradigm based on an open source project is rapidly spreading because of the cost reduction, quick delivery, work saving. For successful example, OSS (Open Source Software) systems which serve as key components of critical infrastructures in the society are still ever-expanding now, i.e., Apache HTTP Server[1], MySQL[2], OpenStack[3], etc. The open source project contains special features so-called software composition by which several geographically-dispersed components are developed in all parts of the world. The successful experience of adopting such open source projects includes Apache HTTP server, Firefox Web browser[4], and GNU/Linux operating system. We focus on the problems in the software quality/reliability, which prohibit the progress of OSS.

Especially, software reliability growth models (SRGM’s)[5], [6], [7], [8] and the related hazard rate models[9], [10], [11], [12] have been applied to assess the reliability for quality management and testing-progress control of software development. On the other hand, the effective method of dynamic testing management for new distributed development paradigms as typified by the open source project has only a few presented[13], [14], [15]. In case of considering the effect of the debugging process on entire system in the development of a method of reliability assessment for OSS, it is necessary to grasp the situation of registration for bug tracking system, the degree of maturity of OSS, and so on. Especially, an embedded OSS known as one of OSS’s has been gaining a lot of attention in the embedded system area, i.e., Android[16], BusyBox[17], TRON, etc. However, the poor handling of quality problem and customer support prohibit the progress of embedded OSS. Also, it is difficult for developers to assess reliability and portability of the porting-phase in case of installing the embedded OSS on a single-board computer. The term “porting-phase” means the rebuilding process in which the developers create an OS/application developed for the specific computer system to suit another computer system in terms of portability. From above mentioned problems, many companies have been hesitant to innovate the embedded OSS.

In this paper, we propose a method of software reliability assessment based on a flexible hazard rate model for embedded OSS. Also, we derive several assessment measures. Especially, we also develop the software reliability/portability assessment tool for the porting-phase of embedded system development by using Java programming language. Then, we analyze actual software failure-occurrence time-interval data to show numerical examples of software reliability/portability analysis for the porting-phase of embedded system development based on the proposed tool. Moreover, we develop the tool considering optimal release problem based on a hazard rate model for the embedded open source software. Also,
we add a new feature to our tool in order to compare our model with the existing models. Then, we show that the proposed tool can assist quality improvement for embedded OSS systems development. Furthermore, we investigate a useful software reliability assessment method for the actual open source system development.

II. RELATED RESEARCH

Many fault-counting type SRGM’s have been applied to assess the reliability for quality management and testing-progress control of software development. However, it is difficult to apply the SRGM’s for assessing quality/reliability of the OSS, because of the number of detected faults in the OSS project can not converge to a finite value. In other words, for many OSS’s, there are no testing phases for open source development paradigm, in which test personnel may detect and remove the faults as in a usual testing. In fact, there are several SRGM’s that can be applied in the above situation, i.e., the Weibull and Log-logistic SRGM’s, and so on[5]. Especially, in case that the number of detected faults can not converge to a finite value, it is difficult to assess whether the porting phase will succeed by using reliability assessment measures derived from SRGM’s. As another more challenging aspect of the embedded OSS project, the embedded OSS includes several software components in terms of hardware such as device driver, firmware, updater[18], [19]. Also, several software reliability assessment tools have developed by several researchers, i.e., CASRE[20], AT&T SRE Toolkit, SoRel[21], etc. However, it is difficult to assess the porting phase of embedded system by using these software tools from above reasons.

Generally, OSS’s of several versions are opened in the website of open source project. Therefore, it is difficult for the embedded software managers to decide the specific version used as the embedded system product. The software managers will be able to judge success and failure of the product planning in the porting phase, if the software managers can assess the reliability of the porting phase. Moreover, it is difficult for the software managers to judge success and failure of the porting phase quantitatively by using the existing SRGM’s because of the structural problems of modeling. We summarize the solution approach of these problems as follows:

• We propose a plausible SRGM for the porting phase. The proposed model can assess the trend of reliability regression by using our model.
• We offer the reliability assessment tool for the porting phase. Thereby, the software managers can easily assess the reliability of porting phase without the mathematical knowledge.
• Our software tool can be estimate the optimum software release time. The optimum software release time will be useful for the software managers to minimize the development cost in the porting phase.

III. HAZARD RATE MODEL FOR EMBEDDED OSS

In this paper, we assume that the software faults detected at the porting-phase of embedded OSS include the following type:

A1. the software failure caused by the latent fault of embedded OSS
A2. the software failure caused by the latent fault of unique software components (i.e., device driver)

In the assumption above, A1 is selected by probability $p$ and A2 selected by probability $(1-p)$. Also, we can not distinguish between assumption A1 and A2 in terms of the software faults. The time interval between successive faults of $(k-1)$-th and $k$-th is represented as the random variable $X_k (k = 1, 2, \cdots)$.

Therefore, we can define the hazard rate function $z_k(x)$ for $X_k$ as follows:

$$z_k(x) = p \cdot z^A_k(x) + (1-p) \cdot z^B_k(x)$$  \hspace{1cm} (1)

where

$$z^A_k(x) = D(1-\alpha \cdot e^{-\alpha x})^{k-1}$$  \hspace{1cm} (2)

and

$$z^B_k(x) = \phi(N - (k-1))$$  \hspace{1cm} (3)

where we can define the each parameter as follows:

$z^A_k(x)$: the hazard rate for the assumption A1,
$\alpha$: the shape parameter representing the active state of OSS project,
$D$: the initial hazard rate for the 1st software failure,
$z^B_k(x)$: the hazard rate for the assumption A2,
$N$: the number of latent faults in unique software components,
$\phi$: the hazard rate per inherent fault,
$p$: the weight parameter for $z^A_k(x)$.

Eq.(2) means the hazard rate for a software failure-occurrence phenomenon for the embedded OSS. On the other hand, Eq.(3) represents the hazard rate for a software failure-occurrence phenomenon for the unique software components. Thus, our model simultaneously describes both the fault detected at the embedded OSS installed to embedded system by Eq.(2) and the fault detected at the unique software components such as the device driver[22].

In particular, our model includes both the modified Moranda model[11] and the conventional Jelinski–Moranda(J-M) model[10]. Eq.(2) based on the Moranda model means that the initial hazard rate for the 1st software failure geometrically decreases with the active state of OSS. Also, we assume that the active state of OSS grows exponentially.

IV. RELIABILITY ASSESSMENT MEASURES

In porting-phase of embedded OSS, the distribution function of $X_k (k = 1, 2, \cdots)$ representing the time-interval between successive faults of $(k-1)$th and $k$-th is defined as:

$$F_k(x) = \Pr\{X_k \leq x\} \quad (x \geq 0),$$  \hspace{1cm} (4)

where $\Pr\{A\}$ represents the occurrence probability of event A. Therefore, the following function means the
The probability density function of $X_k$ is given by:

$$f_k(x) = \frac{dF_k(x)}{dx}. \quad (5)$$

Also, the software reliability can be defined as the probability which a software failure does not occur during the time-interval $(0, x]$ after the porting-phase. The software reliability is given by

$$R_k(x) \equiv \Pr \{X_k > x\} = 1 - F_k(x). \quad (6)$$

From Eqs. (4) and (5), the hazard rate is given by the following equation:

$$z_k(x) = \frac{f_k(x)}{1 - F_k(x)} = \frac{f_k(x)}{R_k(x)}. \quad (7)$$

where the hazard rate means the software failure rate after the porting-phase when the software failure does not occur during the time-interval $(0, x]$.

Therefore, we can obtain the software reliability assessment measures from our hazard rate model represented by Eq. (1). The probability density function can be derived as

$$f_k(x) = \left\{ \begin{array}{l} pD(1 - \alpha \cdot e^{-\alpha x})^{k-1} + (1 - p)\phi(N - k + 1) \\ \cdot \exp\left[ -\left\{ pD(1 - \alpha \cdot e^{-\alpha x})^{k-1} + (1 - p)\phi(N - k + 1) \right\} \cdot x \right] \end{array} \right. \quad (8)$$

Especially, we can give the following expressions as software reliability assessment measures derived from our hazard rate model:

- **MTBF**
  The mean time between software failures (MTBF) is useful to measure the frequency of occurrence of software failure-occurrence, and is given by
  $$E[ X_k ] = 1 \left\{ \begin{array}{l} pD(1 - \alpha \cdot e^{-\alpha x})^{k-1} + (1 - p)\phi(N - k + 1) \\ \cdot \exp\left[ -\left\{ pD(1 - \alpha \cdot e^{-\alpha x})^{k-1} + (1 - p)\phi(N - k + 1) \right\} \cdot x \right] \end{array} \right. \quad (9)$$

- **Software reliability**
  Also, the software reliability can be defined as the probability which a software failure does not occur during the time-interval $(t, t + x]$ $(t \geq 0, x \geq 0)$ given that the testing-time of porting-phase is $t$. The software reliability is given as follows:

$$R_k(x) = \exp\left[ -\left\{ pD(1 - \alpha \cdot e^{-\alpha x})^{k-1} + (1 - p)\phi(N - k + 1) \right\} \cdot x \right]. \quad (10)$$

- **Porting stability**
  Moreover, we can estimate the porting stability from our hazard rate model. We define the porting stability as the value of model parameter $w_1$.

- **MSE**
  The MSE (mean square error) can be obtained by dividing the sum of square errors between the observed value, $y_k$, and its estimated one, $\hat{y}_k$, by the number of data pairs; $n$. That is,

$$\text{MSE} = \frac{1}{n} \sum_{k=1}^{n} (y_k - \hat{y}_k)^2. \quad (11)$$

$\hat{y}_k$ $(k = 1, 2, \cdots, n)$ in Eq. (11) is obtained from the estimated value. The mean square error indicates that the selected model fits better to the observed data as MSE becomes small. We compare the proposed flexible hazard rate model for embedded OSS with the following typical conventional hazard rate models:

- **for Moranda model:**

$$z_k(x) = Dc^{k-1} \quad (D > 0, \ 0 < c < 1; \ k = 1, 2, \cdots), \quad (12)$$

$$E[ X_k ] = \frac{1}{Dc^{k-1}}. \quad (13)$$

- **for Jelinski–Moranda(J-M) model:**

$$z_k(x) = \phi(N - k + 1) \quad (N > 0, \ \phi > 0; \ k = 1, 2, \cdots, N), \quad (14)$$

$$E[ X_k ] = \frac{1}{\phi(N - k + 1)}. \quad (15)$$

The model parameters in Eq. (12) and (14) are defined as follows:

$$D : \text{the initial hazard rate for 1st software failure},$$

$$c : \text{the reduction factor of hazard rate},$$

$$\phi : \text{the hazard rate per remaining fault},$$

$$N : \text{the latent fault in software system}.$$ 

- **Predicted relative error**
  Furthermore, we adopt the value of the predicted relative error as comparison criteria of goodness-of-fit in our tool. The predicted relative error is defined as a relative error between the predicted and observed values of the software failure-occurrence time-interval. It is given by

$$R_p = \frac{\hat{A}(t_q) - q}{q}, \quad (16)$$

where $t_q$ is the termination time of the porting and $q$ is the observed number of faults detected in the time-interval $[0, t_q)$. $\hat{A}(t_q)$ in Eq. (16) is the estimated value of the MTBF at the termination time $t_q$ where $A(t)$ is estimated by using the actual data observed up to arbitrary porting time $t_p(0 \leq t_p \leq t_q)$.

### V. LAPLACE TREND TEST

Also, we use the Laplace trend test[18], [23] of the data set to determine which hazard rate models are useful to investigate. In case of the fault detection time-interval data, the Laplace trend test statistic $u(i)$ is given by the
The estimated results of the Laplace trend test in case of Android 1.0 SDK.

The estimated results of the Laplace trend test in case of Android 1.1 SDK.

The estimated results of the Laplace trend test in case of Android 1.5 NDK.

The following equation[18], [23],

\[ u(i) = \frac{1}{2} \sum_{j=1}^{i} \theta_j - \sum_{j=1}^{i} \frac{\theta_j}{12(i-1)} \]  

(17)

Figure 3. The estimated results of the Laplace trend test in case of Android 1.0 SDK.

Figure 4. The estimated results of the Laplace trend test in case of Android 1.1 SDK.

Figure 5. The estimated results of the Laplace trend test in case of Android 1.5 NDK.

where \( i \) is the failure number, \( \theta_j \) means the \( j \)-th the fault detection time-interval.

Especially, we focus on the embedded OSS in order to evaluate the performance of our tool, i.e., Android[16] and BusyBox[17]. BusyBox includes 4 components. In this paper, we show numerical examples of the Android OS developed for mobile phone. Also, we consider the case of installing BusyBox to Android as the porting environment. We use the data collected from the following versions as Figures 1 and 2.

- 2008 - Android 1.0 SDK Release 1 available (first actual 1.0-compatible SDK)
- Android 1.1 SDK, Release 1
- Android 1.5 NDK, Release 1

We investigate the reliability regression and growth trends by using the Laplace trend test. The estimation results of Laplace trend test for each version are shown from Figure 3 to Figure 5. First, the Laplace trend test in case of Android 1.0 SDK shows a reliability growth trend in all area from Figure 3. Figure 3 means that the embedded software has been thoroughly-tested because of the first version Android 1.0 SDK as the introduced and retail version. Second, the Laplace trend test in case of Android 1.1 SDK shows a reliability regression trend in all area from Figure 4. We found that Figure 4 includes both the reliability regression trend. Especially, Figure 4 means that the fault report is very heavy on the bug tracking system because of the second version Android 1.1 SDK as the widespread utilization version. This implies that it is difficult to apply the conventional hazard rate models. Moreover, the Laplace trend test in case of Android 1.5 NDK shows a reliability regression trend in all area before the failure No. 10 from Figure 5. We found that Figure 5 includes both the reliability regression and growth trend because of the stable version Android 1.5 NDK. Above mentioned results, it is difficult for the software developers to assess the reliability of the embedded software porting phase.

We show the performance illustrations of our tool in Section VIII by using the data sets of the above mentioned two versions in terms of Android 1.0 SDK and Android 1.5 NDK. Then, we confirm that our tool can assess the reliability of the porting phase by using the other data set. Also, our tool can comprehend both the trends of reliability growth and retrogression.

VI. OPTIMAL RELEASE PROBLEM FOR THE PORTING-PHASE

We find the optimal release time of porting-phase by minimizing the total expected software cost in this section. Then, we discuss about the determination of optimal software release times minimizing the total expected software cost[24]. We introduce the following cost parameters:

\( c_1 \) the testing cost per porting-time \( (c_1 > 0) \),
\( c_2 \) the fixing cost per fault during the porting-phase \( (c_2 > 0) \),
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the fixing cost per fault after the release \((c_3 > c_2)\).

Then, the expected software cost of OSS can be formulated as:

\[
C_1(l) = c_1 \sum_{k=1}^{l} E[X_k] + c_2 l, \tag{18}
\]

where \(l\) is the number of software failure-occurrence.

Also, we can define the expected software cost for software components as follows:

\[
C_2(l) = c_3 (N - l). \tag{19}
\]

Consequently, from Eqs. (18) and (19), the total expected software cost is given by

\[
C(l) = C_1(l) + C_2(l). \tag{20}
\]

From \(l^*\) obtained by minimizing \(l\), we can estimate the optimum software release time \(\sum_{k=1}^{l^*} E[X_k]\).

Therefore, we can give the following expressions such as software release time derived from our hazard rate model:

- **Optimum software release time**

Moreover, we can estimate the optimal software release time minimizing the expected total software cost based on our hazard rate model.

- **Total expected software cost**

We can estimate the total expected software cost in case of the estimated optimum software release time \(\sum_{k=1}^{l^*} E[X_k]\).

**VII. RELIABILITY/PORTABILITY ASSESSMENT TOOL**

**A. Specification requirement**

The specification requirements of the reliability/portability assessment tool for embedded OSS are shown as follows:

1. This tool should be operated by clicking the mouse button and typing on the keyboard to input the data through GUI system.

2. An object-oriented language, Java, should be used to implement the program. This tool is developed as a stand-alone application on Windows\(^1\), Unix\(^2\), and Macintosh\(^3\) operating system.

\(^1\)Windows is a registered trademark licensed to Microsoft Corp.

\(^2\)Unix is a registered trademark licensed to the Open group.

\(^3\)Macintosh is a trademark of Macintosh Laboratory, Inc. licensed to Apple Computer, Inc.
3. This tool treats the hazard rate model for embedded OSS, and illustrate the MTBF, software reliability, porting stability, and predicted relative error as software reliability/portability assessment measures.

4. In case of the fault detection time-interval data, the Laplace trend test statistic is illustrated.

5. This tool calculate the MSE for several existing models.

B. Software reliability assessment procedures

The procedures of reliability/portability assessment built into the proposed tool for embedded OSS are shown as follows:

1. This tool processes the data file in terms of the software failure-occurrence time-interval data in the porting-phase of the embedded system for reliability/portability assessment.

2. Using the data obtained from the porting-phase, we analyze the data for input data.

3. This tool estimates the unknown parameters included in our hazard rate model. We assume as $w_1 = pD$ and $w_2 = (1 - p)\phi$ for the simplification technique. Moreover, we define $w_1$ and $w_2$ as the scale of the porting stability.

4. This tool illustrates the MTBF, software reliability, porting stability, and predicted relative error as software reliability/portability assessment measures.

5. This tool illustrates the Laplace trend test statistic of the data set.

6. We focus on optimal software release problems based on our hazard rate model for the porting-phase. Especially, the expected total software cost and the optimal software release time minimizing the cost for our model are plotted on the CRT.

This tool is composed of several function components such as fault analysis, estimation of unknown parameters, goodness-of-fit test for the estimated model, graphical representation of fault data, and results of estimation. The structure of reliability/portability assessment tool for embedded OSS is shown in Figure 6. Moreover, we show the activity diagram and the sequence diagram of our tool in Figure 7.

VIII. PERFORMANCE ILLUSTRATIONS

In this section, we analyze a set of actual software failure-occurrence time-interval data to show performance illustrations of software reliability/portability measurement for application of our tool. We show numerical examples for reliability/portability assessment of the porting-phase of embedded system development by using embedded OSS. Moreover, we illustrate the estimation results of our tool by using the data sets assumed the porting environment such as Section V. Considering the realities of the field use, we show the performance illustrations of our tool by using the data sets in terms of “Android 1.0 SDK Release 1” and “Android 1.5 NDK”.

A. Reliability assessment results

The estimated results of the unknown parameters of our hazard rate model are shown in Figure 8 in case of Android 1.5 NDK. Also, the estimated MTBF in Eq. (9) is shown in Figure 9 in case of Android 1.5 NDK. The horizontal axis of Figure 9 means the porting time $k$. From Figure 9, we can confirm that the MTBF grows as porting procedures go on. Moreover, Figure 10 shows the estimated software reliability in case of Android 1.5 NDK. The horizontal axis of Figure 10 means the elapsed time after the end of the detected faults $k = 50$. From Figure 10, if the embedded system is operated after the under the same strict conditions as the testing phase after the 50 faults at the time of Jun. 1, 2009, the software reliability after 12 hours after from the beginning of its operation shows about 0.5. Therefore, we found that at least one software failure may occur with the probability of 50% within 12 hours. Next, Figure 11 shows the behaviors of the estimated relative error in case of Android 1.5 NDK. As shown in Figure 11, the variation of the predicted relative error becomes stable when the porting progress ratio exceeds 80%.

Similarly, we illustrate several reliability assessment measures of Android 1.0 SDK in Figures 12~14. From Figures 12~14, we found that our tool can be used for the other data. Especially, Figures 11 and 14 mean that the estimated predicted relative errors in case of two versions equal to or lower than 0.15 through all porting progress ratio. Therefore, we found that our tool can be used regardless of the difference in the data set from Figures 11 and 14.

B. Optimal release problem with reliability of embedded OSS

Also, we consider that the developer of embedded system can estimate the optimal release time with considering reliability by combining the total expected software cost with the reliability. We assume that the reliability requirement as follows:

$$R_k(0.1) = 0.5.$$
We obtain the reliability $R_{0.1}(0.1) = 0.462$ when the optimum release time is $t^* = 6.6$ days where $t^* = 51$. Then, we need to lengthen the porting-time, which is shown in Figure 15 as $(t^* - t^*) = 8.8 - 6.6 = 2.2$ days. Figure 15 illustrates the optimum release time with reliability objective $R_{0.1}(0.1) = 0.5$. From Figure 15, we have found that the optimum release time become lengthen, and the total expected software cost increases. When the porting time and the reliability objective are assumed as $R_{0.1}(0.1) = 0.5$, we obtain $t^* = 8.8$ from $t^* = 61$. Then, the total expected software cost is 1502.8.
Figure 7. The activity diagram of reliability/portability assessment tool for embedded OSS.
IX. CONCLUDING REMARKS

It is important for software developers to control the porting-phase in embedded system development by using software reliability/portability assessment tool without knowing the details of the process of the faults data analysis. In this paper, we have proposed a software reliability/portability assessment tool based on the hazard rate model for embedded system development by using Java programming language.

In this paper, we have shown that our method can grasp both the embedded OSS and the unique software components such as the device driver. Additionally, we have presented several performance illustrations for the actual data. Moreover, it is useful for embedded software developers to understand the debugging progress in porting-phase of embedded system development by using a software reliability/portability assessment tool without knowing the details of the process of the fault data analysis. Furthermore, our tool proposed here is useful for embedded system developers in terms of the management of the debugging process in the porting-phase of embedded system development. The results of data analysis are represented simply and visually by GUI and this tool prepares the expandability, portability, and maintainability by using Java.

The proposed model is used as a simple combination technique of two exponential models by using the reproducing property. In particular, the proposed model is assumed for reliability assessment in unusual circumstances such as the OSS porting phase. However, the readers can describe another combination models by using some other models. Moreover, the embedded system developers can modify our tool.
Finally, we have focused on the reliability/portability under the porting-phase of an embedded system development by using the embedded OSS. Distributed development environment typified by such embedded OSS will evolve at a rapid pace in the future. Our reliability/portability assessment tool is useful as a method of reliability/portability assessment to solve the problems which many companies have been hesitant to innovate the embedded OSS.
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