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Abstract—The MPEG-1 Audio Layer 3 can be recorded as 
archive and lawful evidence. However, this MP3 audio may 
often be forged by audio forgers for their own benefits in 
some significant events, which will cause double MP3 
compression. In this paper, the statistical features based on 
scale factors under long window application in the iterative 
loop are extracted, and a Support Vector Machine is applied 
for classification to detect double MP3 compression. 
Experimental results demonstrate that the proposed method 
is accurate and effective for double MP3 compression 
detection at the same-bitrate condition. To the best of our 
knowledge, it is the first time to include other basic features 
in addition to MDCT coefficients in the scope of double 
audio compression detection. 
 
Index Terms—double MP3 compression, scale factor, 
same-bitrate 
 

I.  INTRODUCTION 

With the development of the multimedia information 
technology, varieties of information on events occurring 
all over the world affect people's normal life according to 
the content of audios, images and other recordings. 
However, the sources of them are not always authentic 
information, such as the well-known Watergate political 
scandal, which depends on whether a magnetic audio tape 
had been forged to decide the accused person culpable or 
not in the court. While the solution in that time is fading 
nowadays in digital audio [1]. As the current network's 
most popular music format, MP3 audio can be 
downloaded from the Internet or recorded as digital files, 
meanwhile more and more people start to use smart 
mobile terminals to record sounds as evidences in court. 
Therefore, research of MP3 audio forensics, which is of 
great significance, becomes the present and future 
problem to be solved. 

The process of MP3 tampering must take double MP3 
compression. As can be seen in Figure 1, an audio forger 
must decompress the MP3 audio into WAV audio, then 

manipulate the WAV audio with inserting,  deleting, 
stitching, cutting or other operations in the temporal 
domain, finally recompress the WAV audio into MP3 
audio. So the doctored audio undergoes double MP3 
compression, and checking whether the MP3 audio has 
been suffered double compression can speculates whether 
the MP3 audio has been manipulated or which position 
have been tampered.  

Figure 1. The procedures of double MP3 compression. 

While double image and video compression detection 
have attracted many scholars’ attention, research on 
double MP3 compression detection is rare, especially in 
the condition of the same bitrate. Yang et al. [2, 3] 
considered that the number of the MDCT coefficients 
between -1 and 1 in double compressed audio is less than 
that in single compressed audio. The proposed method can 
detect the MP3 audio transcoded from high bitrate to 
lower bitrate, but the results show low accuracy rate for 
the opposite situation. Liu and Qiao et al. [4, 5] observed 
the statistical characteristics of the MDCT coefficients 
which exceed a certain threshold, and a support vector 
machine is applied for classification. Their experiment 
results demonstrated that the algorithm can correctly 
detect whether the MP3 audio is transcoded from high to 
lower bitrate or from low to higher bitrate. 

In summary, although many researchers have been 
devoted to double MP3 compression detection under 
different bitrate, the detection of the double MP3 
compression at the same bitrate is still a blank in audio 
forensics nowadays. In this case, the encoding parameters 
between the single and double compression are identical, 
and the difference of the missed information between 
them is extremely small. Therefore it will be hard for 
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detecting the double compression with same bit-rate, 
which is the major work in this paper. 

The rest of this paper is organized as follows. In section 
2, the procedures of the MP3 encoding are reviewed, 
which is the preliminary work for feature selection. The 
statistical features of the scale factors are observed 
between single and double compressed MP3 audios in 
section 3. Experiments of detecting double MP3 
compression are implemented based on the extracted 
features in section 4. Finally, the conclusions are 
summarized in section 5. 

II.  PRELIMINARY WORK 

Figure 2 shows the block diagram of the typical 
encoder of MP3 audios. MP3 encoding is in units of frame. 
Each frame contains two granules, and each granule 
contains two channels in stereo music. Each channel 
creates 576 frequency lines after MDCT transformation, 
and the MDCT coefficients are given by the vector xr . 

[ ]0 575ixr xr xr xr=        (1) 
Psychoacoustic model extracts the frequency 

information from the FFT transformation prior to the 
MDCT, then provides information on that which window 
type should be applied in each channel. If the signal 
changes smoothly, the long window type is applied to 
enhance frequency characteristic. On the contrary, if the 
frame signal changes more violent than normal, the short 
window type is used to enhance frequency domain 
resolution. 

In the case of the short window application, the 576 
MDCT coefficients in each channel are separated into 
three consecutive packets of 192 coefficients, and each 
packet is grouped by 12 intervals [6]. In this paper, we 
concentrated on the case of the long window application. 
In this situation, each channel is separated into 21 
intervals, and each interval corresponds to one scale-factor 
band. The grouped MDCT coefficients can be shown as 
the following formula: 

[ ] [ ] [ ]0 21sxr xr xr xr⎡ ⎤= ⎣ ⎦       (2) 

After the MDCT transformation, the most significant 
work is the iterative loop where the noise and other high 
frequency information that people can’t hear are removed. 
The inner loop aims to quantify the MDCT coefficients by 

adjusting the quantization step size to meet the 
requirement bits of the output bit-stream after Huffman 
encoding. The quantization formula holds: 

3
4

4

( )
( ) int( 0.0946)

2
stepsize

xr i
ix i n

⎛ ⎞
⎜ ⎟= −
⎜ ⎟
⎝ ⎠

    (3) 

where the ( )ix i  is the MDCT coefficients after 
quantization, and the int()n  means taking the nearest 
integer value. 

The inner loop would be ended under two following 
conditions. If both of the conditions are not met, the 
quantization step size would plus by one and the inner 
loop would be restarted until either of the end conditions 
is satisfied. 

(1) All the quantitative values are in the scope which 
the Huffman codebooks can express. 

(2) The number of bits after Huffman encoding for the 
quantitative values does not exceed the number of bits 
allowed by the encoding parameters. 

The outer loop compares the quantization error caused 
by inner loop with the masking threshold. The scale 
factors of the sub-band are adjusted and the inner loop is 
recalled if the quantization error is bigger than the 
masking threshold. When the number of bits which is 
determined by encoding parameters can’t control the 
quantization error below the masking threshold, the 
distortion will be generated [7]. The quantization formula 
changes as follows. 

3
4

2 (1 _ )
4

( )
( ) int( 0.0946)

2
stepsize sf sf scale

xr i
ix i n − +

⎛ ⎞
⎜ ⎟= −
⎜ ⎟
⎝ ⎠

 (4) 

Where the sf  means the adjusted scale factor, and the 
_sf scale  is 0 if the scale factor is smaller than 15, 

otherwise the value is assigned by 1 to increase the range 
represented by the scale factor. So increasing the 
quantization step size is equivalent to reducing the scale 
factor indirectly [8]. Generally, the scale factor does not 
need to adjust in the case of high bitrate, because of the 
minor compression ratio and the little quantization error. 
However, in low bitrate, the outer loop will adjust the 
scale factor several times [9].

 
Figure 2. Block diagram of MP3 encoding. 
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III.  FEATURE EXTRACTION 

A.  Feature Analysis 
The high-frequency components in the original audio 

maybe the noise that human beings can’t heard, so this 
components accounting for a little proportion would be 
eliminated during the process of MP3 encoding. 
Experiments prove that more than ninety percent frames 
apply long window before MDCT in the single 
compressed MP3 audio. With the times of the 
compression increasing, the high-frequency components 
become fewer and fewer [10], so the percentage of the 
long window will be bigger in the secondry compression.  

The energy of the high-frequency components is so 
small that the step size must be small enough to meet the 
precision of the high-frequency information. After the 
secondary compression, most of the high-frequency 
components will be quantized to zero, and the step size in 
double compression will be bigger than that in single 
compression. However, the situation of the scale factors is 
just the opposite. The quantization step size and the scale 
factors must be the significant features for the double 
compressed MP3 detection duo to the important alteration 
features between the single and double MP3 compression. 
Quantization step size responses the overall feature in one 
frame, while the scale factors can further react the changes 
of each frame in detail. Therefore, the scale factors are 
selected as the characteristics to detect double MP3 
compression in this paper. 

Due to the different encoding rules between long 
window and short window application, the division of the 
scale factor in one frame is distinct too. In order to 
analysis the changes of the scale factors in a certain frame 
between the primary and secondary compression, the scale 
factors of the same positions in primary, secondary, and 
third compression are extracted in this work. In fact, there 
is no obvious regularity among them. Afterwards the 
mean differences of the scale factors between this time 
and the second time compression are calculated in the 
corresponding channels. The algorithm flowchart shows in 
Figure 3. 

 

Figure 3. The features of E1 and E2 are extracted. 

Wherein 1E represents the mean differences between 
the primary and the secondary compression, and 2E
means the mean differences between the secondary and 
the third compression. They represent the single MP3 and 
the double MP3 compressed characteristics respectively. 
If it is not specified, the scale factors for the rest of the 
paper are referred as the scale factors corresponding to the 
frame where the long window is applied. 

 
Figure 4. The fifteen mean differences of the scale factors are selected 

randomly. 

As can be seen in Figure 4, in addition to the individual 
values, 1E is bigger than 2E as a whole, which means 
that the scale factors in the primary compression are 
bigger than that in the secondary and the third 
compression. In order to observe the features’ overall 
effect, the sum of the 1E and 2E in every frame are 
calculated in the corresponding classified features, so one 
feature in each audio sample is obtained. The results can 
be shown in Figure 5, wherein the blue curve represents 
the weighted sum of 1E between the primary and the 
secondary compression, and the red curve shows the 
weighted sum of 2E between the secondary and the third 
compression. 

 

 
Figure 5. The weighted sum of E1 and E2 in fifteen audio samples. 

As can be seen from the Figure 5, the weighted sum of 
1E  is much bigger than that of 2E , which leaves a 

significant clue. The 1E  and 2E  may be 
distinguished from the global view. However, the 
characteristics of the sum in each audio for the detection 
are so few that the 1E  and 2E  are the most important 
characteristics to be selected for the double MP3 
compressed detection.  
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Support Vector Machine (SVM) [11, 12], a learning 
machine based on the principle of finding the 
hyper-planes in a multidimensional space, can effectively 
separate the features of each type in different classes. So 
the 1E  and 2E  are treated as the two classified 
vectors, and the SVM is used for classification.  

B.  Feature Extraction 
Each vector contains 250 consecutive values selected in 

each sample in the following steps. 
<1> Long-window frame is defined as the current 

coding frame which is applied the long window type 
before MDCT transformation. The WAV audio is 
obtained after decoding the MP3 audio. The positions of 
every long-window frame are obtained to combine a 

column matrix [ ]1 2
T

Iarray L L L= during 
the decoding process. The scale factor matrix of all frames 
is extracted and defined as equation (5) and equation (6), 
for the mono MP3 audio and dual-channel MP3 audio, 
respectively. 

(2 1,1) (2 1,2) (2 1, )

(2 ,1) (2 ,2) (2 , )

q q q n
s

q q q n

S S S
sf

S S S
− − −⎡ ⎤

= ⎢ ⎥
⎣ ⎦

    (5)   

(4 3,1) (4 3,2) (4 3, )

(4 2,1) (4 2,2) (4 2, )

(4 1,1) (4 1,2) (4 1, )

(4 ,1) (4 ,2) (4 , )

q q q n

q q q n
s

q q q n

q q q n

S S S
S S S

sf
S S S
S S S

− − −

− − −

− − −

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

   (6)   

wherein 1, 2, ,q I= , 21n = , the I  donates the 
number of the long-window frames in the MP3 audio 
sample. 

<2> The scale factor matrix of the long-window 
encoding frames in the MP3 audio sample is picked up in 
sequence, and the matrix can be expressed as asf . Then 
the WAV audio will be encoded again with the same 
bitrate. The scale factor matrix bsf  is extracted using the 
counts of channels and the array of the long-window 
positions obtained in step <1>. So the difference matrix 
can be explained as a bsf sf sfΔ = − . 

(1,1) (1,2) (1, )

(2,1) (2,2) (2, )

(m ,1) (m,2) (m , )

n

n

n

S S S
S S S

sf

S S S

Δ Δ Δ⎡ ⎤
⎢ ⎥Δ Δ Δ⎢ ⎥Δ =
⎢ ⎥
⎢ ⎥Δ Δ Δ⎢ ⎥⎣ ⎦

    (7)  

wherein the  2m I= when the MP3 audio sample is 
mono, or 4m I= for the stereo audio. 

<3> The mean value of each long-window frame is 
computed using the equation (8) in sfΔ , where 

( )framesf qΔ  means the mean value of  the q th 

long-window frame of the current MP3 audio. The jxsfΔ
donates the element in the j th row and the x th column 

in sfΔ . 1, 2, ,x n= , 21n = , 1, 2, ,q I= , 
, 1, ,j qC q qC q qC= − − + . The C  shows the 

constant value of the number of the audio’s channels, 
2C = for the mono audio, and 4C =  for the 

dual-channel audio. 

1

1( )
qC n

frame jx
j qC q x

sf q sf
nC = − =

Δ = Δ∑ ∑       (8) 

<4> Then all the mean values of each long-window 
frame are taken as the primal features. In order  to  have  
a  suitable  balance  between  high  classifying 
accuracy  and  computational  complexity, the first 
nonzero value is selected as the first feature and the 250 
consecutive values are chosen for the final features [13] in 
each MP3 audio sample. Finally the row vector of the 
features is used for training and testing. 

IV.  EXPERIMENT AND DISCUSSION 

A.  Experiment 
Experimental sample library contains five different 

styles audios of raw format, such as blues, classical, pop, 
country and folk. 4608 single MP3 compressed audios 
with 56, 64, 80, 96, 112, 128, 160 and 192 kbps are 
obtained by lame 3.99.5 which is the latest and most 
popular MP3 encoder nowadays [14]. The duration of 
each audio is five seconds. Respectively, these single MP3 
audios are decompressed and recompressed at the same 
bitrate using the same encoder and parameters. Afterwards 
the same operations are implemented again based on the 
secondary compressed MP3 audios. Finally, 9216 audios 
are obtained totally from the secondary compression and 
the third compression. The features described in section 3 
are extracted from all these audios. To discriminate the 
double compressed MP3 audios from the single 
compressed MP3 audios at the same bitrate, ten 
experiments are done with the SVM for classification for 
each bitrate. 70% features are randomly chosen for 
training and the rest of them are used for testing in our 
experiments.  

Table 1 shows the average accuracy of the double MP3 
compression detection, wherein ‘Bitrate’ denotes the 
detection between the single MP3 compressed audios and 
the double MP3 compressed audios at the same ‘Bitrate’. 
The results consist of true positive (TP), true negative 
(TN), false positive (FP) and false negative (FN). The 
True Positive Rate (TPR) and the True Negative Rate 
(TNR) are denoted as TP/(TP+FN) and TN/(TN+FP) 
respectively. Finally, the accuracy is calculated as 
(TPR+TNR)/2 in these experiments. 

TABLE I.  
TESTING ACCURACY ON DOUBLE COMPRESSION DETECTION (%) 

Bitrate TPR FPR TNR FNR Accuracy 
56kbps 96.35 3.65 89.05 10.95 92.70 
64kbps 98.54 1.46 91.53 8.47 95.04 
80kbps 99.27 0.73 92.70 7.30 95.99 
96kbps 99.37 0.63 96.85 3.16 98.11 
112kbps 98.61 1.39 90.66 9.38 94.64 
128kbps 98.54 1.46 95.62 4.48 97.08 
160kbps 96.60 3.40 94.66 5.34 95.64 
192kbps 93.32 6.68 90.32 9.68 91.82 
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Furthermore, the testing results can also be expressed in 
Figure 6. The vertical coordinate denotes the true positive 
rate, which means the single compressed MP3 is detected 
as the single compressed MP3 and the double compressed 
MP3 is also detected correctly. The horizontal ordinate 
shows the false negative rate (FPR), meaning the incorrect 
detection. When FPR is equal to or bigger than 0.1, all of 
the corresponding TPR are bigger than 0.9, which means 
high accuracy of the proposed algorithm. 

 
Figure 6. The ROC curve of the testing results. 

B.  Discussion 
The experimental results demonstrate that the proposed 

method of detecting double MP3 compression at the same 
bitrate performs well, except individual lower bitrate and 
higher bitrate. For the lower bitrate, the compression rate 
is so high that many effective features have been lost. 
Moreover, the span of each frame position in audio is 
large, and the corresponding relation of the extracted 
effective features becomes poorer after several 
compression. These reasons have a bad effect on the 
detection accuracy. Actually double MP3 compression 
under low bitrate is rare in the real world, because every 
time of low bitrate compression will affect the perceived 
quality seriously, which may arouse suspicion easily. For 
the higher bitrate, there are enough bits to convey the 
audio information, including the high frequency 
information, few features of the audio information change 
after decompression and recompression, and the extracted 
corresponding features are approximately similar [15]. So 
the low detection accuracy will be caused. 

V.  CONCLUSIONS 

In this paper, we have investigated the statistical 
properties of the scale factors in the frame where the long 
window is applied, then proposed a method to detect 
double MP3 compression at the same bitrate based on 
these features. Experiment results show that our method 
performs well. Another contribution of this paper is: it is 
the first time that the scale factor is taken as the feature for 
the double MP3 compressed detection. However, it is still 
a challenge for the detection at the lower and the higher 
bitrates. Also more works would be conducted to forecast 

multiple compressed MP3 audios to explain the nature of 
audio compression. 
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