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Abstract—Sentiment visualization on tweet topics has recently gained attentions due to its ability to efficiently analyze and understand the people’s feelings for individuals and companies. In this paper, we propose a chart, SentimentRiver, which effectively demonstrates the dynamics of sentiment evolution on a topic of tweets. The gradient colors of the river flow indicate the variation of topical sentiments, via introducing the membership weight to a sentiment class in a fuzzy mathematical view. Besides, with the value of the point-wise mutual information and information retrieval (PMI-IR), representative sentiment words are extracted and labeled in each time slot of the river flow. In the experiments, we compare SentimentRiver on the topic of Obama election, with other statistic charts, which demonstrates its effectiveness for visualizing and analyzing the topical sentiments on tweet stream.

Index Terms—Sentiment visualization, PMI-IR, WEKA, SentimentRiver

I. INTRODUCTION

With the rapid development of Internet technology and socialization, people are increasingly accustomed to express their feelings and emotions online. Therefore, emotional information has been aggressively distributed in a variety of social medias, such as product reviews, news comments, microblogs, social networks, etc. However, facing the massive emotional data, people cannot get any overall impression without sentiment extracting and analyzing. Sentiment extraction and analysis in this type of content not only give an emotional snapshot of the online world but also have potential commercial and sociological values for individuals, merchants and even the governments.

Visualization as one of the most efficient sentiment analysis measures provides an intuitive way to exam and analyze the results of auto sentiment classification, which is no longer a passive process that produces images from a set of numbers. In the paper, we design and propose our own flow chart, named SentimentRiver, to show the topical sentimental variation over time across a collection of dynamic tweet stream. SentimentRiver is built on the three weights that a tweet belongs to positive, neutral, and negative opinions, which reflects the membership of a tweet belonging to each class. As fuzzy mathematical model shows, each neighboring classes does not clearly bounded by a threshold in reality. Thus a mapping function of the color gradient with the weights is proposed to give a visually demonstration for the fuzzy membership. Random forest [1-2] is selected as the membership function to estimate the weights, learning from the features of the Point-wise Mutual Information and Information Retrieval (PMI-IR), emoticon, post time, etc. Furthermore, the representative sentiment words in each time slot is extracted by the PMI-IR values, and labelled on the SentimentRiver.

The rest of the paper is organized as follows. In Section 2, we describe prior works on sentiment analysis in addition to some visualization works. The details of estimating the membership weights and building SentimentRiver graph are describe in Section 3. And in Section 4, we describe the experimental results. Finally, conclusions and future work are demonstrated.

II. RELATED WORK

In this section we briefly present some of the research literature related to sentiment analysis and visualization. Sentiment analysis is a hot topic in the area of Natural Language Processing and text mining in recent years. There are a large amount of works in sentiment classification, most of which focused on handling product or service reviews, and information seeking [1,3-6]. Turney [1] presented an effective unsupervised learning algorithm, called semantic orientation, for classifying reviews as recommended or not recommended. A web-kernel based measurement was proposed as PMI-IR, which is independent to the corpus collection in hand. An opinion-oriented information-seeking system was introduced and gave a relative comprehensive survey of opinion mining and sentiment analysis technologies around the system. Hu and Liu [3] focused on mining opinion features from product reviews. Li et al. [6] predicted the review rating by considering the reviewers and products.
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Visualization is becoming an important way to gain insight on the themes, sentiments, and dynamics of complex data. Wu et al. [7] proposed the opinion triangle and ring to visualize the hotel reviews of different places and time periods. Alper et al. [8] visualized the overall opinions on product features with the help of OpinionBocks. Nevertheless, those visualization approaches cannot track the evolution of topical sentiments, since of the dynamics of the topics. Harve et al. [9] proposed a prototype system called ThemeRiverTM, which visualized thematic variations over time across a collection of documents. They used colored “currents” flowing within the river to represent individual themes. Wattenberg [10] described a new kind of stacked graph, the Streamgraph. This complex layered graph was effective for displaying large data set to a mass audience. A flow chart is proposed to visualize the text and topics of a collection of documents along the time series [11-13]. In the paper, we redesign the flow graph with gradient colors to show the variation of topical sentiments over time across dynamic tweet stream. With the view of fuzzy modeling, the smooth color changing effectively visualizes the membership of a tweet to sentiment classes.

III. SENTIMENT ANALYSIS WITH SENTIMENTRIVER

SentimentRiver is a novel graphical approach which combines a set of visualization techniques with effective sentiment classification approach to help users explore and analyze topical sentiments on large collections of tweets. There are four main ingredients that determine a generalized SentimentRiver chart, and we will explore them in proper order.

A. SentimentRiver Graph Geometry

To describe the geometry precisely, we use the following notation. We model the sentiment series as a set of n real-valued non-negative functions, f1, ..., fn. We define the bottom of the stacked graph as baseline function S0. The top of the layer corresponding to the ith sentiment is therefore given by the function Si, where

\[ S_i = S_0 + \sum_{j=1}^{i} t_j \]

If we set the baseline function \( S_0 = 0 \), the SentimentRiver graph is a traditional stacked graph which based at zero (Figure 1). Considering the goal of our SentimentRiver chart is to visually analyze the tri-polar sentiments (positive, negative, and neutral) in a tweets collection and their changes over time, so it is important for us to judge which one is preponderant between positive sentiment and negative sentiment. But it is difficult to get this information from the traditional stacked graph geometry. Therefore, we adopt a layout symmetric around the neutral sentiment in the middle. It is similar to the ThemeRiver [14-16] layout, which is a pretty symmetric style around x-axis. Mathematically, this can be expressed as: \( S_0 + S_* = 0 \). With the definition of \( S_0 \),

\[ 2S_0 + \sum_{i=1}^{n} t_i = 0 \]. We get the SentimentRiver resolution for \( S_0 \): \( S_0 = -\frac{1}{2} \sum_{i=1}^{n} t_i \).

Figure 2 presents the SentimentRiver chart with a symmetric layout, which balances the interplay between aesthetics and legibility. In this graph, if the middle “current” has a reclined trend, we know the positive sentiment (top layer) outbalance negative sentiment (bottom layer); otherwise, it means the positive sentiment achieves a dominant position. What’s more, the symmetric layout reduced the wiggles between layers and the overall visual distortion. That’s to say, our SentimentRiver chart reduce the wiggles of different layers as much as possible thus present a gradual trend over time, just like the river.

B. Layer Color Gradient

We adopt the RGB color model to present different colors. To form a color with RGB, three colored light beams (one red, one green, and one blue) must be superimposed. Fortunately, our sentiment classification result of each tweet is also determined by three parameters: the positive probability, the negative probability and the neutral probability. For simplicity, we use p, n and m represents these three kinds of probability respectively. And p, n, m satisfy the conditions of \( p + n + m = 1.0 \). What’s more, we use green, yellow, and red to represent positive, completely neutral and negative respectively, where completely neutral means the tweet is classified as neutral at the probability of 1.0 \((m=1.0)\). So the color of tweets t is defined as follows:

\[ \text{RGB} (t) = \begin{cases} ((1-n)255,255,0), & (p > n) \\ (255,255,0), & (p = n) \\ (255,(1-p)255,0), & (p < n) \end{cases} \]

C. Membership Estimation of Sentiment Classes

To get the membership weights that a tweet belongs to each of the three sentiment classes, we explore the classification models, and select Random Forest as the membership functions [17-18]. We firstly explore some effective features for sentiment classification, then use the supervised learning method on WEKA platform to classi-
fy the tweets to tri-polar sentiments (positive, negative, and neutral).

- **Temporal features:** We want to track the sentiment evolution trends of one event, so just need to collect tweets about this event within some continuous time. Then, we divide the continuous time into different phases by different level such as one hour, one day, one week or one month, and each time phase represents a different temporal feature value. That is to say, all the tweets in one time phase have the same temporal feature value.

- **Semantic-oriented feature:** We take advantage of the Point-wise Mutual Information and Information Retrieval algorithm to extract one classification feature, which is called PMI-IR value of a tweet. Considering that the maximum length of a Twitter message is only 140 characters, instead of extracting phrases containing adjectives or adverbs like Turney, we adopt a different method to choose words that need to calculate their PMI-IR values. The method is as follows.

$$PMI – IR(word) = \log \left\{ \frac{\text{hits}(\text{word}\text{NEAR}\text{"excellent"})\text{hits}(\text{"poor")}}{\text{hits}(\text{word}\text{NEAR}\text{"poor")})\text{hits}(\text{"excellent")}} \right\}$$

The hits of a word are estimated by issuing queries to AltaVista search engine and noting the number of matching documents. The reference words “poor” and “excellent” are choose from the five star review rating system. And the PMI-IR feature value of a tweet is the average PMI-IR value of all words corresponding to this tweet in set P. In particular, if some tweets have no word in set P, their PMI-IR feature values are set to 0.

In addition to the above features, there are some common features such as conjunction words, negation words, punctuations and unigrams. So we can consider the combination of different features as sentiment classification feature set in later experiments.

### D. Sentiment Words Extraction and Labeling

Furthermore, in order to distinguish different layers effectively, we should give some labels on them according to the sentiments they represent, and should pay attention that the labels should not overlap the boundary of layers. So the labels are placed in an optimal spot and added by hand. Particularly, the font sizes of labels are adjusted to fit each layer.

Considering that each layer presents a sentiment, we choose the high frequency sentiment words from all tweets as labels. And the sentiment words are chosen in the process of extracting sentiment features. With regard to the font size of labels, they are determined by the product of their contribution to sentiment classification and their frequency of occurrence. And their contributions to sentiment classification are measured by the absolute value of their PMI-IR. The methods we used to choose the sentiment words and compute the PMI-IR values will be introduced in detail in Section 4.

### IV. EXPERIMENTS

Firstly, we collect millions of tweets via Twitter Streaming API as training data. Then we build our classifiers using different combinations of feature types to observe their individual contributions to the performance. And the classification dataset is about obama, containing 2250 tweets from June 1, 2008 to May 31, 2009. For simplicity, we use NB, SVM, DT and RF on behalf of Naive Bayes, LibSVM, Decision Tree and Random Forest respectively.

In table 1 presents the accuracies achieved by different classifiers trained with different combinations of feature types. When only the temporal features are used, the accuracies are very low. Then with the increase by punctuations features and emoticons features, the accuracies are increased accordingly. And it is obvious from the table that PMI-IR features significantly improve the performance. But when we add the negations features to the feature’s combinations, the accuracies are reduced in NB, DT and RF algorithms. Therefore, we can conclude that...
the best features used for sentiment classification are the combination of temporal, punctuations, emoticons and PMI-IR values.

Next, we use the best feature combinations do experiment on different topics combination with different classifiers. We train our machine learning model using different classification algorithms and test on our data via 10-fold cross-validation. Each time, we use 9 parts as the labelled training data for feature selection and construction of labelled vectors, and the remaining one part is used as a test set. The process was repeated ten times. The classification results are shown in Table 2. Seen form Table 2, Random Forest classifier performs the best. The classification accuracies on all four topics are over 80%. And the other three classifiers do not show obvious differences.
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<table>
<thead>
<tr>
<th>Topics</th>
<th>NB</th>
<th>SVM</th>
<th>DT</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obama</td>
<td>76.5</td>
<td>78.9</td>
<td>80.5</td>
<td>84.3</td>
</tr>
<tr>
<td>US Unemployment</td>
<td>80.3</td>
<td>79.3</td>
<td>76.3</td>
<td>85.6</td>
</tr>
<tr>
<td>American Train Service</td>
<td>77.9</td>
<td>80.6</td>
<td>72.6</td>
<td>83.2</td>
</tr>
<tr>
<td>BBC Staff-cuts</td>
<td>75.2</td>
<td>78.1</td>
<td>77.6</td>
<td>81.1</td>
</tr>
</tbody>
</table>

Figure 4 reveals the sentiment changes from June 2008 to May 2009 about the topic of obama. In the SentimentRiver visualization, each layer represents a sentiment of different intensity, which is described by a set of sentiment keywords. These sentiment keywords are distributed along time, summarizing the sentiment evolution over time. The x-axis encodes the time and the y-axis encodes the strength of each sentiment. For each kind of sentiment, the height encodes the number of people that holds this sentiment at a particular time. And from the height of each sentiment and its keywords distributed over time, the user can observe the sentiment evolution over time.

![Figure 4](image)

V. CONCLUSIONS

In this paper, we exploded a novel SentimentRiver chart, which combines a set of visualization techniques with effective sentiment classification approach and aims to let users gain useful sentiment information as quickly and as effortlessly as possible, by transforming large collections of tweet sentiment into interactive visualizations. It is designed to progressively disclose increasingly changed sentiment information from topical tweets while continuously providing visual graphical sentiment keywords. In future work, we plan to develop the SentimentRiver into a full production system that presents sentiment visualization of different topics for comparison. In addition, we want to do some research work on constructing an unsupervised learning sentiment classifier that applies to any topic.
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