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Abstract—Programmers often copy code to improve efficiency, and different developers may write the same code independently, these behaviors bring clone code to the project. Clone code makes the project hard to maintain and weakens the robustness, and the bugs in these code segments would undermine the whole project. The state-of-the-art clone code detectors are either not able to find code with same semantics, or computationally expensive. And if clone code detector is to be performed on plenty number of code, the main memory of one machine may not able to hold all the information.

In this paper we focus on the parallel of the clone code detector, we utilize the Program Dependence Graph (PDG)-based clone code detection method, which can not only check the code in contiguous syntax, but also the code with the same semantics. We present an approach to parallel the isomorphism matching in the PDG. By using MapReduce paradigm, we dramatically enhance the speed of this method.

Index Terms—clone code, PDG, isomorphism matching, MapReduce

I. INTRODUCTION

In the development of a project, maybe “copy-paste” is the largest number of operation, since it can saves developer’s workload. A study about the open source software [1] found that:

Seeing the minimum copy-pasted segment size is 30 tokens, Linux gets 22.3 percent clone code in its source code, the number of FreeBSD, Apache and PostgreSQL is 20.4, 17.7, and 22.2, respectively.

Not only “copy-paste” can lead to similar code, mental macro (definitional computations frequently coded by a programmer in a regular style, such as payroll tax, queue insertion, data structure access, etc.) also brings the clone code.

The existence of similar code makes the software maintenance more difficult, when the developers want to modify the code, they may modify one place and forget somewhere else, which results the inconsistencies of the code. For a large and complex system, there are many engineers who take care of each subsystem and then modification becomes very difficult. If all the clone codes have been recorded and maintained completely, the difficulty of the modification would significantly reduce. However, in most projects, keeping all the clone code information is a laborious and costly work. In order to avoid this problem, a large amount of techniques were put forward. But the problem is precise definition of clone code. Every existing method, including line-based, token-based, AST-based and PDG-based, has its own definition of clone code. So the same source code may leads to different clone code result by different clone code method. In 2009, Roy et al [2] summarized the previous work and proposed the classification of clone code; they divided the clone code into four types:

Type-1: Identical code fragments except for variations in whitespace, layout and comments.

Type-2: Syntactically identical fragments except for variations in identifiers, literals, types, whitespace, layout and comments.

Type-3: Copied fragments with further modifications such as changed, added or removed statements, in addition to variations in identifiers, literals, types, whitespace, layout and comments.

Type-4: Two or more code fragments that perform the same computation but are implemented by different syntactic variants.

Generally, most methods can only detect part of clone code, according to the definition above. Line-based method can only detect Type-1 clone code, and AST-based method cannot detect Type-4 clone code.

Since each method has its own features and weaknesses, and no method is better than any other methods in every aspect [3]. So it is necessary to understand the advantages and disadvantages of each method and choose the method according to the source code and other requirements like accurateness, time complexity and space complexity.
The method based on PDG is able to detect semantics clone code, and more important, it can find non-contiguous clone code; while other methods are hard to find it [3]. A non-contiguous clone code is a clone code departs by other codes or files, the codes from clone code are located inconsecutively. It is often produced by the modifications after pasting the clone code. Therefore, PDG-based method can detect more types of clone code.

But PDG-based method also have its own disadvantages, it’s running very slowly. This approach must build the PDG from the source code, since plenty of node pairs are used as slice points, it’s time consuming; and then isomorphism matching is NP-complete, it also requires high computational cost.

This paper presents an approach to parallel the isomorphism matching in the PDG. In this way, the time of isomorphism matching can be reduced. We adapt MapReduce, a prevailing parallel program paradigm, to parallel this method.

The rest of this paper is organized as follows: Section 2 introduces the background of PDG and MapReduce. Section 3 presents our algorithm. Section 4 shows the implementation which is evaluated in Section 5. Section 6 discusses related works; we conclude this paper in section 7.

II. BACKGROUND

A. Program Dependence Graph

Program dependence graph is a directed graph whose vertices present the codes in the source code, and the edges indicate the dependence between two vertices. Figure 2 is an example of source code and Figure 1 shows the PDG generated by the source code.
d = a * b + 1;  \ s2

S2 has a data dependence on \ s1, since the value of a is used when the value of d is calculated. If \ s2 is executed before \ s1, then the value of d may be wrong. So \ s1 must be executed before \ s2. This type of dependence is data dependence.

Given
\[
\text{If}(S) \quad \ s1 \\
d = b + c \quad \ s2
\]

\ s2 depends on the predicate S, if S is true, then \ s2 can be executed, if S is false, and then \ s2 will be ignored. This type of dependence is control dependence.

If the source code is changed, the PDG can only modify the corresponding part and the rest keeps the same. This feature can save plenty of time when the project updates and the PDG must be rebuilt. Therefore, PDG is widely used in the area of program optimization, code motion, vectorization, program understanding, and software engineering. A typical application of PDG is program slicing [4].

B. MapReduce

MapReduce [5] is a prevalent programming model for processing large data sets with a parallel, distributed algorithm on a cluster. It offers an ease of use programming paradigm for parallel algorithm by two user-defined functions: map and reduce. Raw data is transformed to (key, value) pairs and every map process single (key, value) pair every time.

Map: \ \langle k1, v1 \rangle \rightarrow \langle k2, v2 \rangle

The map function is running in parallel in the cluster, and the MapReduce framework collects all pairs with the same key from the results of all the map function and passes it to a reduce function. The reduce function then generates the final result.

Reduce: \ \langle k2, v2 \rangle \rightarrow \langle k3, v3 \rangle

Programmers write these two functions and MapReduce framework handles all the underlying work, including scheduling the parallel in the cluster and the communication between machines. In this way, the underlying architecture is transparency to the programmers, programmers can focus on what they want to do and ignore the detail of the parallel. This model also allows users to handle the partitioning and sorting keys process by customize the hashing and comparison functions, while may get a better performance than the default configuration.

Plenty of works [6] [7] [8] have been transplanted to the MapReduce, and the performance improvement convinces us to utilize this platform.

III. ALGORITHM

The granularity (e.g. function definition, begin-end block, statement sequence) must be determined before the algorithm starts. The granularity is the least unit for checking clone code; any clone code less than this size cannot be found. But as the granularity gets smaller, the running time gets longer.

First, the source code is transformed into a PDG, which is a static representation of the flow of data and control through a procedure, it’s marked as s-PDG. The nodes of a PDG consist of program points constructed from the source code: declarations, simple statements, expressions, and control points. All vertexes’ kind and the code they delegate are recorded for future usage.

Then pick a sub graph of the s-PDG, which correspond to a block of code in one granularity. It’s marked as b-PDG.

After that, comparing s-PDG and b-PDG, to see whether there is sub graph in the s-PDG isomorphic to the b-PDG. If there is any sub graph, except b-PDG itself, in the s-PDG, isomorphic to the b-PDG, then the code corresponds to this sub graph is the clone code.

The classic algorithm of PDG-based clone code is like this, on the contrast, our algorithm cuts the s-PDG into some small graph based-on the CBCD [9], and parallels the compare of these small graphs and b-PDG. Before we state the method of cutting the s-PDG, we give the definition of the pseudo-circle used in the cutting first.

Pseudo-circle: In a graph G = (V, E), select a vertex A in V as the pseudo-center and a positive number as the pseudo-radius, then for any vertices B in V, if the Shortest Path length between A and B less than the pseudo-radius, then vertex B and the Shortest Path is in the pseudo-circle. The Shortest Path ignores the direction of the edges.

The s-PDG is cut as following:
1. Count the number of vertices with the same kind in the s-PDG.
2. Get the least vertex’s kind in the s-PDG, and note it as l-kind. Then get the vertices in the b-PDG whose kind is l-kind. If there is no l-kind vertex in the b-PDG, reset the l-kind as the second least vertex’s kind in the s-PDG until there are vertices with the l-kind in the b-PDG.
3. Calculate the distances between these vertices and any other vertices in the b-PDG, the maximum is set as the pseudo-radius.
4. According to the pseudo-radius above and the l-kind vertices as the pseudo-center, we can get some pseudo-circles, and these small graphs are the final result of cutting the s-PDG. We note them as the set of c-PDGs.

As in the isomorphism matching, the kind of vertices must be checked; corresponding vertex must have the same kind. So isomorphic sub graph must have an l-kind vertex, and consider the size of b-PDG, the vertices in the s-PDG too far away from the pseudo-center cannot be included in the isomorphic sub graph, so they are no longer to be considered any more.

Since the PDG of the project is divided into multiple small ones, we can parallel the process of matching the b-PDG and the set of c-PDGs. In this way, sub graph isomorphic matching, which is NP-complete, can be accomplished more efficiently.

MapReduce [5] paradigm is used to parallel this sub graph matching. Map tasks match the sub graphs, and reduce tasks gather all the matching sub graphs and output the result.

The basic flow of the algorithm is shown in the Figure.3
The first step is to calculate the PDG of the whole project. In our implementation, we use JavaPDG [10] to generate the PDG of the whole project. JavaPDG is a static analyzer for Java byte code, which is capable of producing various graphical representations such as the system dependence graph, procedure dependence graph, control flow graph and call graph. Java PDG can only generate PDG from Java source code, for C/C++ source code, we can use Frama-c [11] or Code Surfer [12].

JavaPDG records the category of the instructions. It can be used as the kind of the vertices, since one instruction corresponds to one vertex in the PDG. Then the PDG is cut into small graphs according to the algorithm presented in section 3. And these small graphs are given as input to the mappers. The mappers do isomorphic matching in parallel. In this way, the performance can be improved. The reducers gather all the isomorphic sub graphs and output the result.

We adapt hadoop [13], an open-source software framework supporting the MapReduce paradigm, to parallel the sub graph matching. A large amount of projects are transplanted to hadoop platform, we believe it can reduce the sub graph matching time apparently.

We use igraph [14] to matching sub graph isomorphism. Igraph is a free software package for creating and manipulating undirected and directed graphs. It includes implementations for classic graph theory problems like minimum spanning trees and network flow, and also implements algorithms for some recent network analysis methods, like community structure search.

The efficient implementation of igraph allows it to handle graphs with millions of vertices and edges. The rule of thumb is that if your graph fits into the physical memory then igraph can handle it. This feature helps igraph handle the whole PDG of a project which may have millions of vertices.

Since igraph is written in C, we use hadoop streaming, a component of hadoop which allows users to create and run jobs with any executable as the mapper and/or the reducer, to parallel the process of isomorphism checking.

This section describes an experimental study that we conducted in order to evaluate the proposed algorithm. This experiment was performed on the virtual machines built by VMware workstation, and every virtual machine had 512MB memory. This experiment evaluated the efficiency of our algorithm by checking two open-source projects. Table.1 shows the experiment result. We evaluate the size of the project by the code lines in the project and the number of vertices and edges in the PDG of the project. We compare the time-consuming of the matching in classic PDG algorithm, and with three nodes parallel processing.

<table>
<thead>
<tr>
<th>Source</th>
<th>Time (s)</th>
<th>Granularity (Vertices)</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPRING-CONTEXT 3.2.1</td>
<td>PARALLEL</td>
<td>70</td>
<td>78</td>
<td>85</td>
<td>88</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CLASSIC</td>
<td>625M</td>
<td>568M</td>
<td>500M</td>
<td>420M</td>
<td>334M</td>
<td></td>
</tr>
<tr>
<td>GITHUBIT</td>
<td>PARALLEL</td>
<td>76</td>
<td>82</td>
<td>84</td>
<td>100</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CLASSIC</td>
<td>630M</td>
<td>593M</td>
<td>582M</td>
<td>542M</td>
<td>523M</td>
<td></td>
</tr>
</tbody>
</table>

The algorithm greatly improved the performance of the isomorphic matching; classic PDG isomorphic matching spent a couple of hours, while our parallel algorithm spent only a couple of minutes. Since we remove part of vertices in the PDG and parallel the matching process, we can get such a great improvement.

We have seen plenty of improvements, such as vertices classification [9], incremental detection technique [15] and heuristic [16].

Current clone code detectors can be classified into seven kinds:

Token-based clone code detecting method [17] checks on the lexical tokens of the code, this method involves minimal code transformation.

String-based clone code detecting method [18] compares the hash code of the source code.

Abstract syntax tree based clone code detecting method[19] [20], according to the syntax tree’s characteristics, this approach calculates the hash value of the code, transforms their storage forms, and then compares them node by node.
PDG based clone code detecting method [21], which is able to find semantics clone code, but the compare of sub graph is NP-complete.

Memory-state-based clone code detection [22] compares programs’ abstract memory state, which is computed by a semantic-based static analyzer.

Random testing clone code detecting [23] is based on code’ output values on the generated inputs.


All existing clone code detectors can be classified into those seven methods. Each of them has own advantages and disadvantages. No one is better than other on every aspect. What we should do is to choose the method according to the circumstance.

We also see some attempts to transplant the clone code detectors to MapReduce platform [25] [26]. We are inspired to see, with the usage of MapReduce paradigm, the methods computing the project vocabulary statistics [25] and using description logic [26] both give speed-up results.

VII. CONCLUSION

This paper represented and evaluated an approach to accelerate the PDG-based clone code detector. Specifically, cut the PDG into small graphs to parallel the isomorphic sub graph checking. MapReduce framework was used to parallel this checking and this makes the algorithm easily scale to get a faster speed.

The algorithm was evaluated by checking the code clones of two widely used open source projects. The result confirmed that the algorithm is effective in reducing clone code detection time. Moreover, the algorithm can accelerate by adding more machines to the cluster. Future work includes the attempt of parallel for PDG generating, which is also time consuming for a large project.
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