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Abstract—With the increasing presence and adoption of web services, accurate QoS prediction methods are becoming increasingly important. Although some QoS prediction techniques have been proposed and analyzed recently, the performance is not satisfactory, since they didn’t take the relation between QoS values and users’ physical locations into consideration. In order to improve the precision of web service QoS prediction, we propose a probabilistic matrix factor model that fuses the users’ own properties and their physical neighbors’ performance together, so as to make a comprehensive use of both the users’ QoS records and their location relation. The experimental results show that our method performs better than the state-of-the-art approaches.
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I. INTRODUCTION

A web service [1] is a programmable module with standard interface descriptions that provide universal accessibility through standard communication protocols. Web services can be composed to build domain-specific applications and solutions. When service users need to implement service-oriented applications, they can use the search engines to get the services that meet their needs. They have to find the best performing one from the functionally equivalent candidates [2, 3]. However, as service users usually do not have enough information of the services’ performance, it is difficult to select the optimal one. Hence, effective web service QoS prediction methods are urgently needed.

Nonfunctional performance of web services, also known as QoS (Quality-of-Service) has been considered as the key factor in service selection [4, 5]. However, it’s time-consuming and resource-consuming for users to acquire all the QoS information of the services by conducting real-world web service invocations. Besides client-side evaluation, the QoS information provided by service providers or third-party communities is not reliable, because service QoS performance is highly related to the uncertain network environment and user context. Therefore, different users may observe quite different QoS performance of the same web service.

Several previous work [6-8] has applied collaborative filtering (CF) to web service recommendation. In the CF system, users propose their QoS records to the central server, and in return the server gives them useful personalized prediction results by matching together users who share similar QoS records [2]. However, it is still lack of the study on the relation between the QoS values and users’ physical locations. We take some analysis on a web service dataset with location information [2]. It is obvious that some QoS properties like response time and availability are highly relate to the users’ physical locations. The similarity of QoS values increases with the decrease of the distance between users, and vice versa.

According to the above description, we can model the QoS value as a mixture of both the users’ own properties and their physical neighbors’ performance on services. Then we can utilize both the user-service QoS matrix and the location relation network for the QoS prediction.

Inspired by the model proposed in [9], which takes the user ratings as the combination of users’ own interests and their trust friends’ tastes, we interpret the QoS as follows: In the users’ own properties aspects, we learn the user-specific latent matrix and service-specific latent matrix by factorizing the user-service QoS matrix. For the location relation graph, we claim that the service usage records of a user’s physical neighbors could reflect the user’s local area’s network status, so we infer and formulate the prediction problem based on the neighbors’ QoS records. Then, we fuse the users and their neighbors’ features together by employing a probabilistic framework [9]. Finally, we learn the user-specific and service-specific latent matrices by performing a stochastic gradient descent on the objective function. The experimental results show that our method performs better than the state-of-the-art approaches.

The remainder of this paper is organized as follows. In Section II, we provide an overview of several major approaches for QoS prediction of web services. Section
III presents our work on QoS prediction with location information ensemble. Experimental results are presented in Section IV, followed by the conclusion and future work in Section V.

II. RELATED WORK

In this section, we review several major approaches for web service recommendation.

Shao et al. [12] proposed a user-based CF algorithm to predict QoS values. Zheng et al. [6] combined the user-based and item-based CF algorithm to recommend web services. However, since neither of the two approaches recognized the different characteristic between web service QoS and user ratings, the prediction accuracy of these methods was unsatisfactory. Sreenath et al. [13] and Rong et al. [14] applied the idea of CF in their systems, and used MovieLens data [15] for experimental analysis. However, using the movie dataset to study web service recommendation is not convincing.

Zheng et al. [4] proposed a neighborhood-integrated matrix factorization approach for making personalized QoS value prediction. The approach fuses the neighborhood-based and model-based collaborative filtering approaches to achieve higher prediction accuracy, but the neighbors are defined as the users who have similar QoS records, not the physical neighbors described in this paper.

Zhang et al. [7] also used the matrix factorization method, and propose a model-based approach, called WSPred, for time-aware personalized QoS value prediction. Peng et al. [16] made a further step by modeling more time-effect features, and achieved better prediction accuracy.

Chen et al. [2] proposed a location-aware QoS prediction method. It employs the characteristic of QoS by clustering users into different regions. Based on the region feature, a nearest-neighbor algorithm is proposed to generate QoS prediction. However, this method just made a good start for location-aware QoS prediction, and there is sufficient room for the improvement of prediction accuracy.

In contrast, in order to improve the QoS prediction accuracy, we propose a novel probabilistic factor analysis framework, which naturally fuses the users' own properties and their physical neighbors' performance together, so as to make a comprehensive use of both the users' QoS records and their location relation.

III. RECOMMENDATION WITH LOCATION INFORMATION ENSEMBLE

The user-service QoS matrix is the only information source that traditional web service QoS prediction methods [6, 7, 8, 12, 13, 14, 17] would take into consideration. However, the location relations among users can also provide some useful information. In this section, we first present a framework for QoS prediction in Section A. Then, describe the location-aware prediction problem in Section B, and provide the solution in Sections C, D and E.

A. QoS Prediction Framework

As mentioned in Section I, the basic principle of our method is that users closely located with each other tend to have similar service invocation experience. Fig. 1 shows the QoS prediction framework of our approach, which includes the following procedures: (1) Service users provide their QoS records of service invocation and their personal meta information, especially the individual physical location information; (2) The Input Handler processes the input data, and store it as User Metadata and User QoS Records; (3) The system gets the Web Service Metadata from the UDDI registry; (4) The framework uses the provided location information to do Location Relation Computing; (5) The Model Training procedure is based on the user metadata, web service metadata, location relation and users’ QoS records; (6) The Training Result is stored and would be updated continuously according to the model training procedure’s results; (7) When service users need some prediction assists, the Output Handler will read the training results and recommend the optimal web services to the users.

B. Problem Description

We can build the model of prediction scenario based on the location network and the records of neighbors’ QoS. The examples are presented in Fig. 2. In the location graph illustrated in Fig. 2(a), users are connected with edges, which are associated with weights in the range (0, 1]. For example, an edge with the weight $R_{ij}$ is used to qualify the degree of distance between user $u_i$ and user $u_j$ in the physical location graph. The location relations in the location network are calculated by the physical longitude and latitude. Service users also provide QoS records for some services as illustrated in Fig. 2(b). In Fig. 2(b), we take the response time as the QoS values, ranging from 0 to 20 seconds. The problem we study in this paper is how to predict the missing values in the user-service QoS matrix based on the location graph and the matrix.
The conditional distribution over the observed QoS is defined as:

\[
p(Q | U, S, \sigma_v^2) = \prod_{i=1}^{n} \prod_{j=1}^{m} N(Q_{ij} | U_i^T S_j, \sigma_v^2) \]  

(1)

where \( N(x | \mu, \sigma^2) \) is the probability density function of the Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \), and \( I_q^0 \) is the indicator function that is equal to 1 if user \( u_i \) used service \( s_j \) and equal to 0 otherwise [9]. The zero-mean spherical Gaussian priors are also placed on user and service feature vectors:

\[
p(U | \sigma_u^2) = \prod_{i=1}^{n} N(U_i | 0, \sigma_u^2 I) \]  

(2)

\[
p(S | \sigma_s^2) = \prod_{j=1}^{m} N(S_j | 0, \sigma_s^2 I) \]  

(3)

Hence, through a Bayesian inference, we have

\[
p(U, S | Q, \sigma_v^2, \sigma_u^2, \sigma_s^2) \propto p(Q | U, S, \sigma_v^2) p(U | \sigma_u^2) p(S | \sigma_s^2) \]

\[
= \prod_{i=1}^{n} \prod_{j=1}^{m} N(Q_{ij} | U_i^T S_j, \sigma_v^2)^{I_q^0} \]

\[
\times \prod_{i=1}^{n} N(U_i | 0, \sigma_u^2 I) \times \prod_{j=1}^{m} N(S_j | 0, \sigma_s^2 I) \]  

(4)

The graphical model of above Eq. (4) is shown in Fig. 3(a). It shows how to get the users’ latent feature purely based on the user-service QoS matrix. In the next section, we will take the relation of users’ locations into consideration.

### C. User Features Learning

We get the user features by factorizing the user-service QoS matrix [9]. The user latent matrix \( U \) and service latent matrix \( S \) can be learned from the user-service QoS matrix \( Q \). Suppose we have \( m \) users, \( n \) services, and QoS values within the range \([0, 1]\) in a user-service QoS matrix. We normalize the QoS values by using the function \( f(x) = (x - Q_{min})/(Q_{max} - Q_{min}) \). Let \( Q_{ij} \) represent the QoS of user \( u_i \) for service \( s_j \). \( U \in R^{m \times k} \) and \( S \in R^{k \times m} \) are latent matrices, with column vectors \( U_i \) and \( S_j \) representing the \( k \)-dimensional user-specific and service-specific latent feature vectors of user \( u_i \) and service \( s_j \). According to the PMF (Probabilistic Matrix Factorization) algorithm proposed in [10], we can derive that the matrix’s element \( R_{ij} \in (0, 1) \) represents the weight between \( u_i \) and \( u_j \). It also can be interpreted as how much user \( u_i \) is close to user \( u_j \) in a location graph. Note that location relation matrix is symmetric, and it can be calculated by the following equation:

\[
R_{ij} = \frac{1}{\pi} \cos^{-1} \left( \cos(lat_i) \cos(lat_j) \cos(lon_i - lon_j) + \sin(lat_i) \sin(lat_j) \right) - 1 \]

where \( lat \) and \( lon \) represent the real-world latitude and longitude of user \( u_i \), respectively, and are expressed in
radials. \( \text{lat} \) is in the range \([\pi/2, \pi/2]\), and \( \text{lon} \) is in the range \([-\pi, \pi]\).

As analyzed in section I, users of the same area are more reliable for us to predict the QoS of unused web services. We believe that the better QoS performance when our neighbors invoked the web services, the better performance we would have. We extract some QoS records from the dataset proposed in [2] for further explanation. As shown in Fig. 4, \( u_4 \) and \( u_5 \) are from United States, and \( u_{123} \) and \( u_{124} \) are from Singapore. The horizontal axis represents 14 distinct web services. The vertical axis represents the response time. It’s obvious that the users belong to the same area tend to have quite similar QoS performance.

\[
\alpha = \frac{\sum_{k \in N(i)} R_{kj}^2}{\sum_{k \in N(i)} |R_k|^2}
\]

Where \( \hat{\alpha} \) is the prediction value of the QoS that user \( u_i \) would have when invoking the web service \( s_j \). \( R_{kj} \) is the QoS that user \( u_i \) have when invoking service \( s_j \) and \( N(i) \) is the set which contains the neighbors who are close to \( u_i \). \( N(i) \) is got by the equation below. \( N(i) = \{u_{i_k} \mid u_{i_k} \in U, R_{kj} \geq \alpha\} \)

We can take our neighbors’ QoS value as a quite important reference to predict the QoS value we would have when invoking the same service. Take the case in Fig. 4 as an example, if we want to predict the QoS of \( u_1 \) when he/she uses \( s_1 \), it’s obvious that we can just take the \( u_1 \)’s QoS record on \( s_1 \) as the predict value, and ignore \( u_{123} \) and \( u_{124} \)'s records. Whether or how much we should rely on \( u_4 \), \( u_{123} \) or \( u_{124} \)'s QoS records can be inferred from the location relation matrix \( R \).

From the above analysis, we can use the following equation to help predicting the unknown QoS values.

\[
\hat{\alpha} = \frac{\sum_{k \in N(i)} R_{kj}^2}{\sum_{k \in N(i)} |R_k|^2}
\]

From the location network aspect, we can define the conditional distribution over the observed QoS as

\[
p(Q | R, U, S, \sigma_Q^2)
\]

\[
= \prod_{i=1}^{n} \prod_{j=1}^{m} N \left( Q_{ij} | \sum_{k \in N(i)} R_{kj} U_i^j S_j, \sigma_Q^2 \right)
\]

Hence, similar to Eq. (4), through a Bayesian inference [9], we have

\[
p(U, S | Q, R, \sigma_s^2, \sigma_r^2, \sigma_Q^2) \propto p(Q | R, U, S, \sigma_Q^2) p(U | \sigma_r^2) p(S | \sigma_s^2)
\]

In Eq. (10), we can assume that \( R \) is independent with the low-dimensional matrices \( U \) and \( S \), then this equation can be changed to

\[
p(U, S | Q, R, \sigma_s^2, \sigma_r^2, \sigma_Q^2)
\]

\[
\propto p(Q | R, U, S, \sigma_Q^2) p(U | \sigma_r^2) p(S | \sigma_s^2)
\]

\[
= \prod_{i=1}^{n} \prod_{j=1}^{m} N \left( Q_{ij} | \sum_{k \in N(i)} R_{kj} U_i^j S_j, \sigma_Q^2 \right)
\]

\[
\times \prod_{i=1}^{n} N(U_i | 0, \sigma_r^2 I) \times \prod_{j=1}^{m} N(S_j | 0, \sigma_s^2 I)
\]

Where \( p(U | \sigma_r^2) \) and \( p(S | \sigma_s^2) \) are zero-mean spherical Gaussian priors on user and service feature vectors. This equation specifies the method to predict purely based on users’ location neighbors. The graphical model is shown in Fig. 3(b).

E. Location Information Ensemble

We interpreted the QoS \( Q_{ij} \) as the service \( s_j \)'s performance on user \( u_i \) based on the user-service QoS matrix in section C, while in section D, we regard the QoS \( Q_{ij} \) as the performance of service \( s_j \) on user \( u_i \)'s physical neighbors based on the user-service QoS matrix and the location relation network. We can see this problem more comprehensively since every user has his/her own properties and at the same time, the performance of his/her neighbors’ service invoking also reflect the local area’s network environment. So, we can model the QoS prediction problem more accurately by taking both of these two factors. Then, the observed QoS can be modeled as follows:

\[
p(U, S | Q, R, \sigma_s^2, \sigma_r^2, \alpha, \beta)
\]

\[
= \prod_{i=1}^{n} \prod_{j=1}^{m} N \left( Q_{ij} | \beta U_i^j S_j + (1 - \beta) \sum_{k \in N(i)} R_{kj} U_i^j S_k, \sigma_Q^2 \right)
\]

\[
\times \prod_{i=1}^{n} N(U_i | 0, \sigma_r^2 I) \times \prod_{j=1}^{m} N(S_j | 0, \sigma_s^2 I)
\]

In Eq. (12), the user’s personal properties and his/her neighbors’ performance are combined by the parameter \( \beta \). The parameter \( \beta \) controls the ratio between the two parts. We call this method Prediction with Location Ensemble (PLE). The graphical model of PLE is shown in Fig. 3(c).
The log of the posterior distribution for the prediction is given by
\[
\ln p(U, S | Q, R, \sigma_i^2, \sigma_j^2, \sigma_k^2) = \frac{1}{2\sigma_i^2} \sum_{i=1}^{m} \sum_{j=1}^{n} I_{ij}^2 (Q_{ij} - (\beta U_i^T S_j + (1 - \beta) \sum_{k=1}^{N(i)} R_{ik} U_i^T S_j))^2
\]
\[
- \frac{1}{2\sigma_k^2} \sum_{i=1}^{m} U_i^T U_i - \frac{1}{2\sigma_j^2} \sum_{j=1}^{n} S_j^T S_j
\]
\[
- \frac{1}{2} \sum_{j=1}^{n} \ln \sigma_j^2 - \frac{1}{2} (m \ln \sigma_i^2 + n \ln \sigma_j^2) + C
\]
\[
\text{where } C \text{ is a constant that does not depend on the parameters. Maximizing the log-posterior over two latent features with hyper-parameters (i.e., the observation noise variance and prior variances) kept fixed is equivalent to minimizing the following sum-squared-errors objective functions with quadratic regularization terms [9]:}
\[
L(Q, R, U, S)
\]
\[
= \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} I_{ij}^2 (Q_{ij} - (\beta U_i^T S_j + (1 - \beta) \sum_{k=1}^{N(i)} R_{ik} U_i^T S_j))^2
\]
\[
+ \frac{\lambda_i}{2} \|U\|^2 + \frac{\lambda_j}{2} \|S\|^2
\]
\[
\text{where } \lambda_i = \sigma_i^2 / \sigma_j^2, \lambda_j = \sigma_j^2 / \sigma_k^2, \text{ and } \|\| \text{ denotes the Frobenius norm.}
\]

A local minimum of the objective function given by Eq. (14) can be found by performing stochastic gradient descent. Let us denote the prediction error, \(Q_{ij} - \hat{Q}_{ij}\), be \(e_{ij}\). We loop through all known QoS in \(Q\). For a given training case \(Q_{ij}\), we modify the parameters by moving in the opposite direction of the gradient, yielding:
\[
U_i = U_i + \gamma (e_{ij} \beta S_j - \lambda_i U_i)
\]
\[
\forall k \in N(i)
\]
\[
U_k = U_k + \gamma (e_{ij} \beta R_{ik} S_j - \lambda_k U_k)
\]
\[
S_j = S_j + \gamma (e_{ij} \beta U_i - \lambda_j S_j)
\]
\[
\text{The meta-parameters } \gamma \text{ (step size) and } \lambda_i, \lambda_j \text{ are determined by cross-validation. Used } \gamma = 0.005 \text{ and } \lambda_i = \lambda_j = 0.002 \text{ in the next section. A typical number of iterations throughout the training data is 15.}
\]

IV. EXPERIMENT

In this section, we did some experiments to compare the prediction accuracy of our PLE methods with other state-of-the-art methods, and tested the effect of parameter \(\beta\).

A. Dataset Description

We adopt a real-world web service QoS performance dataset for the experiment [8]. The dataset contains about 1.5 million web service invocation records of 100 web services from more than 20 countries. The QoS values include the response-time and throughput. We randomly choose 5, 10 and 20 percent QoS values of the initial training matrix to generate sparse matrices for experiments.

B. Metrics

We use two metrics, the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE) [11], to measure the prediction quality of our proposed approach in comparison with other collaborative filtering and location-aware prediction methods.

The metrics MAE is defined as:
\[
MAE = \frac{\sum_{(i,j) \in D_t} |Q_{ij} - \hat{Q}_{ij}|}{|D_t|}
\]
\[
\text{where } Q_{ij} \text{ denotes the QoS user } u_i \text{ had when invoked service } s_j, \hat{Q}_{ij} \text{ denotes the QoS predicted by a method, } D_t \text{ denotes the training set, and } |D_t| \text{ denotes the size of the set. The metrics RMSE is defined as:}
\]
\[
RMSE = \sqrt{\frac{\sum_{(i,j) \in D_t} (Q_{ij} - \hat{Q}_{ij})^2}{|D_t|}}
\]

C. Comparision

In this section, in order to show the performance improvement of our PLE approach, we compare our method with the following approaches.

1) PMF (Probabilistic Matrix Factorization): this method is proposed by Salkhutdinov and Minh in [10]. It only uses user-service matrix to make prediction, and is based on probabilistic matrix factorization.

2) Loc (Location): this is the method purely uses neighbors’ QoS records to make prediction. It is proposed in Section III in this paper. It is also a special case of PLE when \(\beta = 0\).

3) RBP (Region Based Prediction): this is the method proposed in [2]. It is a location-aware prediction method that clusters users into different regions, and proposed a nearest-neighbor algorithm based on the region feature.

We use different density of training data(5%, 10%, 20%) to test the algorithms. The experimental results are shown in Table I. The parameter settings of our approach are \(\beta = 0.4\). The dimensions of the latent features are 10. Both the response-time and throughput values are normalized, so the range of the QoS properties is [0, 1].
From table I, we can observe that the PLE methods proposed in this paper outperform the other methods. RBP and PLE, which are location-aware prediction methods both perform better than PMF method, which ignores the location information. However, the precision of Loc method is worse than the PMF method, and we can conclude that only using neighbors’ records to make prediction is not appropriate. To summarize, our PLE method achieves better performance than other methods on both MAE and RMSE. This demonstrates that our interpretation on the formation of the QoS is reasonable and feasible.

D. Impact of Parameter $\beta$

In PLE method, the parameter $\beta$ balances the weight of the users’ own properties and their neighbors’ performance. If $\beta = 1$, we only use users’ own properties, which is reflected by the user-service QoS matrix to make prediction. If $\beta = 0$, we only use the location relation graph to predict users’ QoS from the neighbors nearby. In other cases, we fuse the user-service QoS matrix and the location relation graph to make probabilistic matrix factorization and predict QoS values for users.

Fig. 5 shows the impacts of parameter $\beta$ on MAE and RMSE. We observe that fusing the users’ own properties with their neighbors’ performance greatly improves the prediction accuracy. No matter using training data with 5%, 10%, or 20% density, as $\beta$ increases, the MAE and RMSE decrease (prediction accuracy increases) at first, but when $\beta$ exceeds a certain threshold, the MAE and RMSE increase (prediction accuracy decreases) with further increase of the value of $\beta$. This confirms that only using the user-service QoS matrix or only using the location relation network for prediction cannot generate better performance than fusing these two factors together.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a new framework to make QoS prediction for web services, which takes both the user-service QoS records and the users’ physical location into consideration. The precision of our method is much better than the state-of-the-art approaches.

The physical locations are indeed an important factor when making QoS prediction for web services. However, there are still some other factors, such as the conditions of the servers, network workload that may also have influences on the QoS results. Hence, more experiments on the above issues will be conduct in our future work.
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