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of all sources. Then for i >= 1; we note SHC(Si) = 
SHC(Si+1). 

The default approach for managing schema is simple 
and direct. The second one has the cost of standardizing 
schemas. In other words, any evolution or change in 
SHC(S1) should be propagated to other Si. This includes 
the application of change subject to data stored in each Si. 

It is true that the task of standardizing schemas and 
data takes extra times, but it has the advantage to simplify 
the task of REPORTING layer. Indeed, when all Si share 
the same schema, calculations and data operations 
performed in REPORTING layer are executed in short 
laps of time in comparison of the case where each Si has 
its own schema. More precisely, in the second approach 
the step of rewriting in REPORTING layer is simplified 
and saves time contrarily to the default one. 

Finally we note that the default approach of managing 
schemas makes heavy the REPORTING layer, while the 
second one makes the DW layer heavy. 

IV. RELATED WORKS 

Single tools as well as end to end DW solutions exist. 
Indeed, a plethora of commercial ETL tools [11], [12] as 
well as a set of open sources [9], [10] exist.  The same 
remark is valid for REPORTING layer [11, 12]. 

SAP and PENTAHO propose end to end solution. 
Respectively SAP-BW [16](commercial) and PENTAHO 
[15] (open source). All these solutions are interesting. 
However, they solve only a part of DW problem in near 
real time context. In addition they consider DW as a 
single store (classical configuration). 

For ETL in near real time context discussed in this 
work, authors in [7] formalize the problem of ETL 
running on delta mode. They present an approach to the 
automated derivation of incremental ETL based on 
equational reasoning. Transformation rules for this 
purpose are defined too.  While in [8] authors use the 
existing method of incremental maintenance of 
materialized views to implement the automatic creation 
of incremental ETL processes. In comparison to our 
approach, [7] like [8], specify and implement Adaptor 
transformation (transformation from PSM1 to PSM2 see 
Fig. 3). Therefore these approaches require the existence 
of the first ETL processes of initial load. Furthermore, the 
management of change and evolution, with these 
approaches, is not easy.  

In reference [2], Kimball et al, examines the historical 
and business contexts of the real-time data warehouse. 
Particularly, they justify why real time ETL? The authors 
focus on evaluating several mechanisms for delivering 
real-time reporting and integration services. The strengths 
and weaknesses of each approach are presented. In both 
cases the architecture of underlying system is based on 
two partitions of data: static and real time partition. The 
same idea, of DW architecture, is expressed in [5] where 
authors use the concept of cashes to receive actual data. 
An algorithm for transiting data from certain cash to its 
successor is detailed too. However these approaches do 
not deal with static partition neither with REPORTING 
layer. Finally we note that authors of [6], adopt the same 

concepts (static and dynamic data division) to partition 
data. 

In reference [1], Inmon et al, suggest architecture for 
new generation of data warehouses. First, the life cycle of 
data within DW is repartitioned in four sectors. 
Interactive sector is the entry point of data into DW. Data 
arrives rapidly to interactive sector either by ETL 
processes or either by a direct application housed inside. 
Secondly, the transition of data from one sector to 
another is based on access probability. The old is data, 
the low is its access probability. This interesting reference 
defines many important architectural features of DW. 
However it does not deal deeply with ETL layer. It 
suggests to use changed data capture technique (log file) 
when possible without showing how to create ETL in this 
new mode. 

V. CONCLUSION 

Data warehouse (DW) is recognized as an effective 
solution for integrating diverse information systems. But 
DW has the drawback of data freshness. There is an 
important delay between events recorded at source level 
and availability of such events (data) on DW. 
Consequently, it is mandatory to have a new DW 
architecture and an effective approach for ensuring data 
freshness and performance. Stated differently, there is a 
need of DW solution in near real time setting which 
comes with the cost of more cooperation between 
different stakeholders and a strong integration between 
DW layers. 

In this paper, we have presented architecture of DW 
oriented near real time. Our proposal aims to overcome 
high latency in DW environment. Thus, we have shown 
DW layers and how they cooperate. Also, we defined the 
scope and the challenge of each layer simultaneously 
with our suggestion to fill its mission. 

For DW layer we suggest to split DW store into local 
sources. We have shown the mechanism to create sources 
or partitions. Also we discuss schemas management in 
DW layer that leads to double status of DW layer. 
Namely DW heavy or DW thin depending on 
standardization or not of partitions schemas. 

For REPORTING layer, we have exposed how to use 
Al-WASSIT, a light version of WASSIT mediator, as a 
REPORTING layer in near real time DW setting. 

In this setting and for ETL layer, we have discussed 
the techniques of detecting changed data and how to 
integrate them. Namely, via our framework KANTARA 
oriented MDA; we have presented how to get ETL 
processes running on delta mode. 

 
Finally, in future works, we plan to work on metadata 

management in near real time DW setting. Particularly, 
managing data and DW schemas being subject of change 
is an interesting topic. What and how to manage metadata 
will be the main challenges. Besides this, another 
question will be whether to centralize all metadata 
involved in DW environment in a single repository or to 
manage each layer metadata separately. 
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