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Abstract—The size of Büchi Automata (BA) is a key factor during converting Linear-Time Temporal Logic (LTL) formulae to BA in model checking. Most algorithms for generating BA from LTL formula involves intermediate automata, degeneralization algorithm and simplification of the formulas, but size of BA and time of converting can be reduced further. In this paper, we present an improved Tableau-based algorithm, which converts LTL formulae to Transition-based Büchi Automata (TBA) more efficiently. The algorithm is geared towards being used in model checking in on-the-fly fashion. By attaching the satisfy information of LTL-formula on states and transitions, we can decide whether the sequences of the BA are acceptable by using only one acceptance condition set, not multiple ones. Binary Decision Diagrams (BDD) is used to describe BA and simplify formulae. A better data structure, syntax Directed Acyclic Graph (DAG), is adopted in the algorithm. The size of product BA and computational complexity can be reduced significantly by using on-the-fly degeneralization. The algorithm can expand the state nodes while detecting the validity of nodes, removing the invalid nodes and combining equivalent states and transitions. Compared with other recent conversion tools, the algorithm proposed in this paper runs faster, with the smaller size of BA.

Index Terms—Büchi Automata, Linear-Time Temporal Logic, Binary Decision Diagrams, Transition-based Büchi Automata

I. INTRODUCTION

MODEL Checking [1] is a formal analysis method that has been developed to automatically validate functional properties for software or hardware systems. The properties of system are usually specified using Linear-Time Temporal Logic or using Büchi Automata. The common method of model checking usually consists of the following steps [2]:

1) Converting system model $M$ into BA $A_M$ whose language $L(A_M)$ is the set of all possible execution sequences of $M$.

2) Transforming the negation of a temporal property $\varphi$ to a BA $A_{\neg \varphi}$ whose language $L(A_{\neg \varphi})$ is the set of all possible execution sequences that would invalidate $\varphi$.

3) Synchronized product of $A_M$ and $A_{\neg \varphi}$. It constructs an automaton $A_M \otimes A_{\neg \varphi}$ whose language is $L(A_M) \cap L(A_{\neg \varphi})$, that is, the set of executions of the model $M$ that would invalidate the temporal property $\varphi$.

4) Emptiness check of the product automata. This operation would tell us whether $A_M \otimes A_{\neg \varphi}$ accepts an infinite word, and can return such a counterexample if it does not. The model $M$ verifies $\varphi$ iff $L(A_M \otimes A_{\neg \varphi}) = \emptyset$ [2].

The number of states of the BA corresponding to a given LTL formula may increase exponentially in the worst case which is not expected in practice. It is very critical to make BA contain as few states and transitions as possible, because the algorithms for the emptiness check are linear to the size of BA used for verification.

In this paper, an improved Tableau-based algorithm which can generate TBA after expanding formula recursively is presented. By attaching the satisfy information of $\cup$-formula on states and transitions, We can decide whether the runs of BA are acceptable according to only one acceptance condition set. The paper focus on how to improve the conversion efficiency, so binary decision diagrams presentation and on-the-fly degeneralization are adopted in the algorithm. In order to gain significant reduction both on the size of product automata and on the computational complexity, a new algorithm which results in a vast improvement on the efficiency, especially when handing formulas containing a large amount of $G\cup$-formulae or $GF$-formulae, is presented. Moreover, the BA is stored in quite compact form, no larger than that generated by some previous tools [3]. By comparative testing with other latest conversion tools, it is proved that the algorithm runs faster, with fewer states and transitions of the automaton.

The rest of the paper is organized as follows. In section II, we describe the related works about transform algorithm from LTL to BA. Then, we provide background information in Section III. The basic idea of the algorithm and a detailed description are presented in Section IV.
Proof of correctness of the algorithm are introduced in Section V. In section VI, a comparison between our method and previous work is presented. Finally, Section VII closes the paper with conclusions.

II. RELATED WORKS

There are many methods of translating LTL formula to BA in the early research stage, but most of them were designed in concern of mathematic soundness but not of efficiency. [4] translated a given LTL formula into a very weak alternating automaton(WVAA) with a co-Büchi accepting condition. WVAA is then translated into a TGBA. Finally, TGBA is translated (degeneralized) into a BA. It can complete the conversion in linear time using WVAA as intermediate automaton, but the worst-case time complexity of the alternation removal is $O(n2^m)$ (which is the same magnitude as alternation removal of Tableau-based algorithm) [5]. [6] proposed a method which can be used to simplify every boolean formula by using BDD. Similarly converting the BDD into an irredundant sum of products helps to reduce the number of outgoing arcs of each node. [7] proposed a classic algorithm GPVW which resorted to Generalized Büchi automaton(GBA). It can translate the property formula into a GBA, which can be then transformed into a simple BA, by using a counter mechanism proposed in [1]. GPVW algorithm is a tableau-based rule translation method in on-the-fly fashion. In the detection process, it can generate automata according to the demand in order to avoid invalid time and space consumption. GPVW algorithm has been applied in SPIN [8], [9], [10] presented a GBA simplification method which use the table-filling algorithm of DFA. [11], [12] improved simplification method of GBA by using Fair (Bi)Simulation or Delayed (Bi)Simulation. [13] focused on identifying relationship contained by formula to avoid redundant computation. This algorithm can reduce the number of states by using the extended equivalence relation. [14] can reduce the number of states of the product of BA by considering transition-based Generalized Büchi Automata(TGBA) as an intermediate conversion automata. [15], [16] presented many simplification rules of LTL formula. It can minimize the number of temporal operators before converting the formula to GBA. [17] presented a more determinate algorithm which can be used to represent the transition. This algorithm has been used in SPOT already [2].In fact, the algorithm of traditional Tableau-based rule could generate a weak and terminal BA from a given LTL formula, which have identical topologies with their generalized counterparts, but can not produce general ones [3].

III. PRELIMINARIES

Linear-time temporal logic is a modal temporal logic with modalities referring to time, it is a formal method of describing system constraints. In order to express a possible future situation, LTL formula describes the word on a set of $2^{AP}$, namely, the infinite sequence of the set of atomic propositions($AP$). Therefore, one can encode formula about the future of paths, e.g., a condition will eventually be true, a condition will be true until another fact becomes true, etc.

Definition 1 (Syntax of LTL) LTL is built up from a finite set of propositional variables $AP$, the logical operators ¬, ∧, ∨, and the temporal modal operators X (Next), ∪ (Until), R (Release), F (Eventually) and G (Always). Formally, the set of LTL formulas over $AP$ is inductively defined as follows:

- $p$, $T$ and ⊥ is LTL formula where $p \in AP$ and $T, \perp$ is proposition constants.
- $¬φ$, $φ \land ψ$, $φ \lor ψ$, $Xφ$, $Fp$, $Gp$, $φ \lor ψ$ and $φ R ψ$ is LTL formula, if $φ$ and $ψ$ is LTL formula respectively.

For an infinite word $σ = σ[0]σ[1]σ[2]... \in (2^{AP})^ω$ over the alphabet $2^{AP}$, $σ[i]$ denotes its $i$th letter, and $σ_i = σ[i]σ[i + 1]σ[i + 2]...$ denotes its suffix starting at letter $i$. $R, F, G$ formula can be translated to $∪$ formula by identical equation defined as follow:

- $φ R ψ \equiv ¬(¬φ ∪ ¬ψ)$
- $F φ \equiv T ∪ φ$
- $G φ \equiv L R φ \equiv ¬F(¬φ) \equiv ¬(T ∪ ¬φ)$

Definition 2 (Semantics of LTL) An LTL formula can be satisfied by an infinite sequence of truth evaluations of variables in $AP$. These sequences can be viewed as a word on a path of a Kripke structure (an $ω$-word over alphabet $2^{AP}$). Let $σ_i = σ[i]σ[i + 1]σ[i + 2]...$ be an $ω$-word. Formally, the satisfaction relation between a word and an LTL formula is defined as follows:

- $σ \models T$
- $σ \models p$ if $p \in σ[0]$, for $p \in AP$
- $σ \models ¬φ$ if $¬(σ \models φ)$
- $σ \models φ ∧ ψ$ if $σ \models ψ$ and $σ \models φ$
- $σ \models φ ∨ ψ$ if $σ \models ψ$ or $σ \models φ$
- $σ \models X φ$ if $σ_1 \models φ$
- $σ \models F φ$ if $∃i ≥ 0, σ_i \models φ$
- $σ \models G φ$ if $∀i ≥ 0, σ_i \models φ$
- $σ \models φ ∨ ψ$ if $∃j ≥ 0, σ_j \models ψ$ and $∀0 ≤ i<j, σ_i \models φ$

Remark 1. Every LTL formula can be rewritten as an equivalent LTL formula in negation normal form if ¬ unary operator occurs only immediately above atomic propositions, and ¬, ∧, ∨ are the only allowed Boolean connectives. In this paper, we will consider only such formulas.

Let $AP$ be a set of atomic propositions. We defined $2^{AP}$ as the set of subsets of $AP$ and $2^{AP^ω}$ as the set of propositional formulas induced by atomic propositions.

Definition 3 (Büchi Automata) Büchi Automata is a $ω$-Automata. It is a tuple $B=(Q, AP, δ, I, F)$, where
- $Q$ is a finite set of states,
- $AP$ is a set of atomic proposition,
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- \( L \) generates a TBA accepting the language \( F \) and a set of acceptance conditions, which each transition is labeled by a Boolean formula \( \phi \).

The language accepted by \( \rho \) \(-\)AP\( Q \) can be defined as a tuple \( (I, F, \delta, \sigma, \text{src}, P, \text{des}) \), where \( I \) is the set of acceptance conditions that are carried by the transitions. TGBA is a Büchi automata in which multiple Automata

- \( \delta \subseteq Q \times 2^{AP} \times Q \) is a transition function,
- \( I \subseteq Q \) is the initial state,
- \( F \subseteq Q \) is a set of accepting states.

A run \( \rho \) of \( B \) over an infinite word \( \sigma = \sigma[0]\sigma[1]\sigma[2]... \in (2^{AP})^{\omega} \) is a sequence \( \rho = (q_0, l_0, q_1)q_1, l_1, q_2)(q_2, l_2, q_3)... \in \delta^{\omega}, \) where \( q_0 \in I \) is an initial state and \( q_{i+1} \in \delta(q_i, \sigma[i]) \) for all \( i \geq 0 \). The run \( \rho \) is accepted by \( B \), if the sequence \( q_0l_0q_1... \) visits infinitely many acceptance states (\( \forall i \geq 0, \exists j \geq i, q_j \in F \)). An infinite word \( \sigma \) is called accepted by \( B \) if some run of \( B \) over \( \sigma \) is accepted. We denote by \( L(B) \) the language accepted by \( B \), i.e. the set of all words over \( AP \) accepted by \( B \).

**Definition 4 (Transition-based Büchi Generalized Automata)** TGBA is a Büchi automata in which multiple acceptance conditions are carried by the transitions. It can be defined as a tuple \( T = (Q, AP, \delta, I, F) \), where
- \( Q \) is a finite set of states,
- \( AP \) is a set of atomic proposition,
- \( \delta \subseteq Q \times 2^{AP} \times Q \) is a transition relation in which each transition is labeled by a Boolean formula and a set of acceptance conditions,
- \( I \subseteq Q \) is a set initial states,
- \( F = \{f_1, f_2,..., f_m\} \) is a finite set of elements called accepting conditions, where \( f_j \subseteq Q \times 2^{AP} \times Q \) are sets of accepting transitions.

A run \( \rho \) of TGBA \( T \) over an infinite word \( \sigma = \sigma[0]\sigma[1]\sigma[2]... \in (2^{AP})^{\omega} \) is a sequence of states \( \rho = (q_0, l_0, q_1)q_1, l_1, q_2)(q_2, l_2, q_3)... \in \delta^{\omega}, \) where \( q_0 \in I \) is an initial state and, for each \( i \geq 0 \), there exists \( \alpha \in 2^{AP} \) such that \( \sigma[i] \in \alpha \) and \( (\alpha, q_{i+1}) \in \delta(q_i) \).

A run \( \rho \) is accepted if for each \( 1 \leq j \leq m \) it uses infinitely many transitions from \( f_j \), namely,
- \( \forall i \geq 0, \exists j \geq i, \forall \sigma \in F, f_j \in \sigma \).
- A word \( \sigma \) is accepted if there is an accepted run over \( \sigma \). We denote by \( L(T) \) the language accepted by \( T \), i.e. the set of all words over \( 2^{AP} \) accepted by an automata \( T \).

### IV. OVERVIEW OF THE ALGORITHM

In this section, we proposed an algorithm based on an improved Tableau rule construction, which generates a TBA accepting the language \( L(\varphi) \) according to a given LTL formula \( \varphi \). Every LTL formula \( \varphi \) has a corresponding language \( L(\varphi) \) which can be denoted by a word \( \sigma = \sigma[0]\sigma[1]\sigma[2]... \in (2^{AP})^{\omega} \). BA generated by \( \varphi \) will accept \( L(\varphi) \). The \( \omega \)-word constructed by linking the state and its successor is \( X \)-sequence generated by expanding a given LTL formula \( \varphi \) in accordance with the Tableau-rule, i.e.,

\[ \varphi \land \psi = \varphi \land X(\varphi \lor \psi) = \varphi \land X\varphi \land X X(\varphi \lor \psi) \ldots \]

This is the way the Tableau-rule works. Tableau-rule is listed in Table.1.

**Table 1. Tableau Rule**

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>( \text{subj1}(\mu) )</th>
<th>( \text{next1}(\mu) )</th>
<th>( \text{subj2}(\mu) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi \land \psi )</td>
<td>( \varphi, \psi )</td>
<td>( 0 )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( \varphi \lor \psi )</td>
<td>( \varphi )</td>
<td>( 0 )</td>
<td>( \psi )</td>
</tr>
<tr>
<td>( \varphi \cup \psi )</td>
<td>( \varphi )</td>
<td>( \varphi \cup \psi )</td>
<td>( \psi )</td>
</tr>
<tr>
<td>( \varphi R \psi )</td>
<td>( \psi )</td>
<td>( \varphi R \psi )</td>
<td>( \varphi \psi )</td>
</tr>
<tr>
<td>( X \varphi )</td>
<td>( 0 )</td>
<td>( \varphi )</td>
<td>( 0 )</td>
</tr>
</tbody>
</table>

**A. LTL to TBA Translation Algorithm**

LTL to TBA translation algorithm (LTTB) can convert a given LTL formula \( \varphi \) to TBA in accordance with \( \varphi \). The idea of this new algorithm is very clear: we manage to record the satisfaction information on every state and transition during expanding the states. In order to ensure algorithm expanding, we define the variables as follows:
- **new**: the set of the unprocessed formula.
- **src**: source node, namely the set of the processed formula.
- **des**: destination node, namely the set of the successor nodes of src.
- **label**: the set of the atomic propositions using to label transition.
- **P**: Promise, accepting condition which the current transition must satisfy finally.
- **curr**: the set of LTL formula to being processed.
- **: Atomic proposition.
- **A**: the input LTL formula.
- **all_pro**: the variable which record all accepting condition.

In order to describe the automata, we define the TBA class (Abbreviated as BA). Property and function of the TBA class are defined as follows:
- **BA.new();**: Generate a new BA class.
- **BA.initial();**: initialize the BA class, the initial node must save the input LTL formula.
- **BA.add_trans();**: add a transition to BA.
- **BA.state;**: The state which already exists in the BA.
- **BA.trans;**: The transition which already exists in the BA.
- **BA.accept();**: the set of the acceptance condition of TBA.

**Remark 2.** Let \( \varphi \) be a set of formulas. \( \varphi \) can be converted to an equivalent BA. \( \Delta(\varphi) = \Pi_{f \in F} r_f \) can be expanded to the form:

\[ \Pi_{f \in F} r_f = \sum_{\text{src} \in P, \text{des} \in \tau} (\text{src} \land \Pi_{g \in P} P_g \land \Pi_{h \in \text{des}} r(\text{src}, h)) \]

\[ \text{with } \tau \subseteq 2^{AP} \lor \{\{g \cup h \in \text{sub}(f)\} \lor \{g Rh \in \text{sub}(f)\}\} \lor \{g \in \text{sub}(f) : Xg \notin \text{sub}(f)\} \]

The algorithm start with an initial state \( q_0 \) according to the input LTL formula \( \varphi \) (Algorithm 1. line 2). Then, we can calculate the expansion recursively (Algorithm 1. line 6-9), using the Depth-First Search algorithm and Tableau-based rule for each node which has not been processed (Algorithm 2). Generally, each element...
Algorithm 1 The main program algorithm of LTTB

1: procedure LTTB
2: new ⇐ ϕ
3: all_pro ⇐ 0
4: α ⇐ BA.new()
5: α.initial(ϕ)
6: while (new ≠ 0) do
7: src ⇐ curr ⇐ new
8: new ⇐ new \ curr
9: expand((src, des ⇐ label ⇐ P ⇐ 0, curr)
10: end while
11: for each t in a.trans() do
12: t.accept_cond ⇐ all_pro \ t.P
13: end for
14: End LTTB

Algorithm 2 The expansion algorithm of LTTB

1: procedure expand(src, des, label, P, curr)
2: if (curr ≠ 0) then
3: let µ ∈ curr
4: curr = curr \ µ
5: case µ of
6: µ = p or ¬p or µ = ⊤ or ⊥ ⇒
7: if µ = ⊤ or Neg(µ) ∈ α.state then
8: return
9: else
10: label ⇐ label ∨ curr
11: End if
12: µ = ϕ ∨ ψ or ϕ ∨ ψ or ϕ R ψ ⇒
13: if µ = ϕ ∨ ψ then
14: P ⇐ P ∨ {ϕ ∨ ψ}
15: else
16: P ⇐ {∅}
17: expand((src, des ∨ next1(µ), 0, P, curr ∨ subf1(µ))
18: expand((src, des, 0, 0, curr ∨ subf2(µ))
19: µ = ϕ ∧ ψ or Xϕ ⇒
20: expand((src, des ∨ next1(µ), 0, 0, curr ∨ subf1(µ))
21: End case
22: if dest ∉ α.state then
23: new ⇐ new ∨ dest
24: end if
25: end if
26: return
27: End expand

Algorithm 3 merging transition algorithm of LTTB

1: procedure Add_trans(t = (src, des, label, P))
2: if ∃ t₁ ∈ α.trans with t₁.src = src and t₁.dest = dest and t₁.P = P then
3: trans.label ⇐ trans.label ∨ label
4: else
5: a.add_trans(src, dest, label, P)
6: all_pro ⇐ all_pro ∨ promise
7: end if
8: End procedure

C. PRELIMINARY ANALYSIS ON COMPLEXITY

The most time-consuming component in LTTB algorithm is the expanding computation. The worst time complexity of expanding algorithm is O(2^n)(where n = |ϕ|) because we have to traversal all nodes in worst case. Meanwhile, it takes O(n) to complete a recursive computation in LTTB algorithm (Algorithm 1 line 6-9). Then the worst time complexity of LTTB algorithm is O(n2^n). Although exponential blow-up is unavoidable, we can reduce the computation via BDD and on-the-fly simplifications. During expanding algorithm, BDD can be used to optimize specialized algorithm for calculating redundant sum-of-products, because it is suitable to simplify formulas and remove redundant nodes. The on-the-fly simplifications will not increase too much computational complexity, but it produces TBAs of the same size as their generalized counterpart with an upper bound of O(2^n) states [3].
V. PROOF OF CORRECTNESS

In this section, the proof of correctness will be sketched. Let $\xi = x_0x_1x_2\ldots \in (2^S)^\omega$ be an infinite word accepted by BA. $\xi_j$ denotes the suffix of the sequence $\xi$, i.e., $x_i x_{i+1} x_{i+2} \ldots$. The main theorem is the following:

Theorem 4.1 Let $\varphi$ be an LTL formula. Let $BA(\varphi)$ be the transition Büchi automaton constructed for $\varphi$. Then $BA(\varphi)$ accepts exactly the infinite words $\xi$ over the alphabet $2^{AP}$ that satisfy $\varphi$.

Proof. The two directions are proved in Lemma 4.2 and Lemma 4.3 below.

Lemma 4.2 Let $\xi$ be an infinite words accepted by $BA(\varphi)$. Then $\xi \models \varphi$.

Proof. By definition, if there exists an infinite path $\sigma = (q_0, l_0, F_0, q_1)(q_1, l_1, F_1, q_2)(q_2, l_2, F_2, q_3)\ldots$ in $BA(\varphi)$, then the boolean variables $r[i]_\mu$ for each LTL formula $\mu$, and boolean variable $P[i]_{\mu \land \eta}$ for each accepting condition $\mu \land \eta$. Let the sets $r[i]_{X_\mu} = [\mu \in q_1+1]$, $r[i]_{p} = [p \in x_i]$ for $p \in AP$, $P[i]_{\mu \land \eta} = [\mu \land \eta \in f]$. - If $p$ is an atomic proposition and $r[i]_p$ is true, then $p \in x_i$ and $\xi_i$ satisfies $p$. - 2. If $r[i]_{\mu \land \eta}$ is true, then $r[i]_{\mu \land \eta} = r[i]_\mu \land r[i]_\eta$ is true and $\xi_i$ satisfies $\mu$ and $\eta$. - 3. If $r[i]_{\mu \land \eta}$ is true, then $r[i]_{\mu \lor \eta} = r[i]_\mu \lor r[i]_\eta$ is true and $\xi_i$ satisfies $\mu$ or $\eta$. - 4. If $r[i]_{X_\mu}$ is true, then $r[i]_{X_\mu} = [\mu \in q_1+1]$ is true and $\xi_i+1$ satisfies $\mu$, namely $\xi_i$ satisfies $\mu$. - 5. If $r[i]_{\mu \land \eta}$ is true, then $r[i]_{\mu \land \eta} = r[i]_\mu \lor (r[i]_\mu \land r[i]_{X(\mu \land \eta)} \land P[i]_{\mu \land \eta})$ is true. If $r[i]_\mu$ is true then $r[i]_{X(\mu \land \eta)}$ satisfies $\eta$ and $\mu \lor \eta$. If $r[i]_\mu$ is true then $r[i]_{X(\mu \land \eta)}$ is true, by definition $\mu \lor \eta \in q_1+1$ and then $r[i+1]_{\mu \land \eta}$ is true and $\xi_i$ satisfies $\eta$. In the latter case, one can apply the same deduction for $j > i$ until $r[i]_\eta$ is true. This procedure will eventually stop when $P[i]_{\mu \land \eta}$ is false. - 6. If $r[i]_{\mu R_0}$ is true, then $r[i]_{\mu R_0} = (r[i]_\mu \land r[i]_\eta) \lor (r[i]_\eta \land r[i]_{X(\mu R_0)})$ is true. If $r[i]_\mu = r[i]_\eta = true$, then $\xi_i$ satisfies $\mu$, $\eta$ and $\mu R_0$. If $r[i]_{X(\mu R_0)} = true$ and $r[i]_\eta = true$, by definition $\mu R_0 \in q_1+1$ and $r[i+1]_{\mu R_0}$ is true, then $\xi_i$ satisfies $\eta$. In the latter case, one can apply the same deduction for $j > i$ until $r[i]_\mu$ is true. This procedure can stop or processed infinitely. In the both case, we deduce that $\xi_i$ satisfies $\mu R_0 \eta$.

Lemma 4.3 Let $\xi \models \varphi$. Then $\xi$ is accepted by $BA(\varphi)$.

Proof. If $\xi \models \varphi$, each transition $(q_i, l_i, F_i, q_{i+1})$ corresponds to a true implicant in formula $\prod_{\mu \lor \eta} R_0$ when setting variables: $r_X = [\xi_i+1 \models \mu]$, $[p \in x_i]$ for $p \in AP$, $P_{\mu \land \eta} = (\xi_i \models \mu \lor \eta) \land \neg(\xi_i \models \eta)$. Any accepting condition $\mu \lor \eta$ appears infinitely often in the path. Otherwise there exists an $i > 0$ and a formula $\mu \land \eta$, such that $\forall j > i, \xi_j$ satisfies $\neg \eta \land (\mu \land \eta)$. Then $\xi$ is accepted by $BA(\varphi)$.

VI. PERFORMANCE EVALUATION

In this section, we compared our algorithm with LTL3BA v1.0.2 and SPOT v1.1.1. Considering the speed of an LTL formula to Büchi automata translation, LTL3BA and SPOT are two leading tools. Both of these tools are widely used for translating LTL formulae to Büchi automata. LTL3BA is constantly outperforming many other algorithms such as GPVV [7], LTL2AUT [13], and Wring [15]. Although it is known that transition-based automata are often more compact than their state-based counterparts for the same formula, the difference in sizes between minimal automata of both types is usually quite small. LTL3ba V1.0.2 released on December 13, 2012, is the latest version(http://sourceforge.net/projects/ltl3ba/?source=dp). SPOT is a C++ library offering model checking bricks that can be combined and interfaced with third party tools to build a model checker [2]. It relies on TGBA and does not need to degeneralize these automata to check their emptiness. SPOT v1.1.1 released on May 13, 2013, is the latest version(http://spot.libk.fr/wiki/GetSpot). LTDB uses on-the-fly simplifications described in section III, implemented in c++ using CUDD library for BDD operation.

Here are six families of formula we will evaluate on these tools. The experimental platform configuration is as follows: Intel Core i5-3470 CPU@3.2-GHz, 4GB of memory, the operating system is Ubuntu 12.04 LTS. The first family of formula we will experiment is scalable. For a given $n$ we generated an LTL formula $C_n$ that matches an infinite sequence of bits in which all the values of an $n$-bit counter have been concatenated [6]. E.g. $C_3 = ((a \land (G(a \rightarrow ((X \rightarrow (\neg a \land X(X \land a))))) \land (\neg b = X \land (X \rightarrow \neg a)))))$. Then it should be clear that the smallest automata that can recognize $C_n$ is a deterministic loop with $n2^n$ states and transitions. Fig.5 shows such automata for $C_3$. Any translator that constructs such an automata explicitly will have a runtime that is worse than exponential order of $n$.

Secondly, we will experiment with five families of formulae. These formulae evaluated on these tools for $n$ ranging from 5 to 9. The number of states and transitions is recorded within 30 seconds(“<” represents more than 30 seconds). The five families of formula are as follow:

$\varphi_n^C = F(p_1 \land F(p_2 \land \cdots F(p_n)) \land F(q_1 \land F(q_2 \land \cdots F(q_n)))$.

$\varphi_n^g = ((\cdots (p_3 \land (p_2 \cdots)) R p_1) \cdots) R p_0$. $\varphi_n^F = (p_1 \land (p_2 \cdots) \cdots) \land (q_1 R (q_2 R \cdots q_n) \cdots)$. $\varphi_n^G = F(p_1 \land \cdots \land F(p_n)$.

Table 2 lists the comparison results of LTDB and SPOT. LTL3BA on the five families of formulae.

The minimal Büchi automata for $\varphi_n^C$ has $(n + 1)^2$ states.
All these tools were able to produce the smallest automata from \( n = 5 \) to 9. For \( \phi_n^G \), LTTB and LTL3BA produced an automaton of 81 states in about 1.5 seconds while SPOT cannot produce an automata within 30 seconds. The minimal Büchi automata for \( \phi_n^S \) has \( n \) states. All these three tools were able to produce the smallest automata from \( n = 5 \) to 9 within 30 seconds. The minimal Büchi automata for \( \phi_n^O \) has \( n^2 \) states. For \( \phi_n^P \), LTL3BA can not produce an automata within 30 seconds, while SPOT can not produce an automata within 30 seconds for \( \phi_n^O \).

The minimal Büchi automata for \( \phi_n^P \) has \( n + 1 \) states, they have to deal with an exponential number of transitions. \( \phi_n^P \) and \( \phi_n^C \) do not cause any problems on either tools. The minimal automata were produces by these tools instantaneously.

The experimental data show that, in general, LTTB is slightly faster than LTL3BA and SPOT on some formulae. With increasing parameter, LTTB outperforms LTL3BA and SPOT in the second group and the third group of experiments, while SPOT sometimes remain slower, but outperform LTL3BA finally. From table 2 we know that LTTB runs faster for \( \phi_n^G \) and \( \phi_n^O \) and produces smaller automata for \( \phi_n^C \).

### VII. CONCLUSIONS

The size of the constructed property automata is very critical in model checking, because we should take the product of the property automata with the state automata. The size of the product automata will jump exponential when we do the product operation [18]. If the size of state automata can not be reduced, it is important that the property automata should be as small as possible. Thus, we presented an improved tableau-based algorithm to convert LTL formula to TBA more efficiently. By keeping track of the accepting conditions of all \( \cup \)-formula on the transitions during the construction, we can judge whether the runs of the BA is accepted by using one set of accepting conditions. By using BDD as well as on-the-fly simplification in formula presentation and cover computation, an optimized on-the-fly degeneralization is achieved. This enables the generation of compact TBAs from LTL formula, with the time complexity, for most cases, similar to the traditional tableau-based algorithms without degeneralization and post-simplifications. Although this algorithm can not avoid exponential growth of the states, it can reduce the number of states and transitions in some degree. The experimental results show that algorithm mentioned in this paper constructed smaller Büchi Automata, with the same or reduced degree of computation complexity, on formula in literature, by comparing with LTL3BA and SPOT.
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