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Abstract—Usability is critical for any system, but in software it is one of the most important features. In fact, one of the main reasons for software failure is the system lacking to achieve users specified goals and satisfaction. For this reason, usability evaluation is becoming an important part of software development. Software usability evaluation can be costly in terms of time and human. Therefore, automation is a promising way to augment existing approaches especially if the evaluation is subjective where the usability concentrated about user's "opinion". This paper proposes to use opinion mining as an automatic technique to evaluate subjective usability. Opinion mining is a research subtopic of data mining aiming to automatically obtain useful opinioned knowledge in subjective texts. We propose a novel model to extract knowledge from opinions to improve subjective software usability. This is the first time opinion mining is used in software usability. To evaluate our proposed model, a set of experiments was designed and conducted and we got an average accuracy of 85.41%. Also, we propose to use graphics to visualize user's opinion in software and to compare the usability of two software.

Index Terms—Software usability, usability evaluation, automatic evaluation, usability testing, opinion mining.

I INTRODUCTION

Usability is critical for any system. It defined by [1] as "to what extent a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use". Usability is important in general, but in software it is one of the most important features. In fact, one of the main reasons for software failure is the system lacking to achieve users specified goals and satisfaction. For that reason usability evaluation is becoming an important part of software development. The purpose of software usability is to provide a feedback to improve design; to assess that user and organizational objectives are being achieved; and to monitor long term use of product or system [2]. Software usability evaluation has been used to evaluate usability of many environments such as data mining systems [3], educational software in general [4] and Learning Management System in particular [5], Mobile Systems [6], Websites [7] [8], Web mapping sites [9] and others. There are many factors effect software usability, the most well-known focus on three aspects; effectiveness (i.e. can users do what they want to do), efficiency (i.e. how much effort do users require to do his/her task) and satisfaction (i.e. what do users think about the software ease of use) [10]. To evaluate these factors two broad approaches have been used objective and subjective. In objective evaluation they use metrics to evaluate the factors or dimensions of software quality [11]. The main disadvantage of this evaluation is that it cannot capture the complexity of user expression [11], and using measurement in usability is particularly difficult [12]. On the other hand; subjective evaluation measures participants' opinions or attitudes concerning their perception of software usability [12]. Subjective usability evaluation can be costly in terms of time and human, thus, automation is a promising way to enhance it [13]. Subjective usability focuses on user's "Opinion", therefore, this paper proposes to use opinion mining as an automatic technique to measure subjective usability.

Opinion mining is a research subtopic of data mining aiming to automatically obtain useful opinioned knowledge in subjective texts [14]. This technique has been widely used in real-world applications such as e-commerce, business-intelligence, information monitoring and public-opinion polls [15]. In this paper we propose to use it in software usability. We propose a model to extract knowledge from users' opinions to improve subjective software usability.

The rest of the paper is structured as follows: section two discusses related work, section three contains usability testing, section four is about opinion mining, section five describes the proposed usability model, section six gives the experiments and results and section seven concludes the paper.

II. RELATED WORK

To the best of our knowledge, there is no other research used opinion mining in software usability evaluation. However, the most related work was using data mining to enhance usability of web sites. For example, Mari et. al. in [11] presented an approach that empowers the qualitative usability testing process by extending it through data processing and data mining techniques such as association rules and decisions trees. Their goal was to obtain a general usability diagnosis of given context of use. The final output was a usability report include a list of prioritized usability problems. Jorge in [16] used data mining to enhance the quest for usability. They developed recommendation models that can indicate interesting links to a visitor of the web site.
according to the preferences of similar users. A clustering methodology and visualization methods have been used. In addition, Tiedtke, et. al. in [17] proposed an automated website usability analyzer. It is a framework for automated website usability evaluation. The proposed framework is based on the combination of information architecture, automated usability evaluation and web mining techniques. Also, Li and Kit in [18] used a web structure mining algorithm which allows the automatic extraction of navigational structures in a website without performing hypertext analysis. They performed several usability experiments to correlate the usability of web sites and the structural design of the web site. Their experimental results showed that the structure mining algorithm gave reasonable prediction about several design issues in web structure.

III. USABILITY TESTING

Software usability testing is a technique used to evaluate a software from users’ perspective. It gives direct input on how real users exploit the software system [19]. In usability testing, the system is evaluated during which some data are collected, then an evaluator analyzes and interprets the results. In this research we concentrated on using automatic, remote unmoderated, subjective, testing method. The following sections gives an overall description of usability testing perspectives.

A. Usability Testing Methods

Carvalho in [4] categorized usability testing methods as: Expert evaluation, also known as, heuristic evaluation, which is done by experienced people who are asked to describe the potential troubles they expect for less experienced users. Observational evaluation involves collecting data that provide information about what users do when using software. Surveys help to know users' opinions or about an existing or potential software through the use of interviews or questionnaires. Experimental evaluation an evaluator can direct a number of factors associated with the usability and study their effect on user performance.

B. Ways of Usability Testing

Sauro in [20] classified ways of running usability tests to three which are: Lab-Based, where users physically come to a lab and are observed by a team of researchers. The main disadvantage of this method is the limited number of users can be used, the increase cost of evaluation and limitation of location. The second method is remote moderated where users log into screen sharing software. TimeZone difference is main drawback for international studies and cost is fair because the need of moderation. Third type is remote unmoderated where participants walk through tasks and paths are recorded.

C. Usability Testing Data Formats

Usability evaluations gather both subjective and objective data. Objective data are measures of participants’ performance [12]. It is associated with the calculation of metrics that assess some software quality factors. On the other hand, subjective evaluation are measures of participants’ attitudes concerning their opinion of usability. It measures user comments, interviews, or questionnaire responses. The subjective evaluation are better because it is easier, quicker and less expensive to obtain. It is often generates better insight, and is typically carried out through a process [12].

D. Manual and Automatic Evaluation Testing

The software evaluation can be done manually or automatically. Manually evaluation of usability can be expensive in terms of time and human. Automation is therefore a promising way to enhance existing approaches [21]. The automation of these activities has the following advantages: reduced cost of usability evaluation, reduced need for evaluation expertise among individual evaluators, increased coverage of evaluated features, enable comparisons between alternative designs, and easy incorporation of evaluation within the design phase of user interface development, as opposed to after implementation [21]. Automation of objective evaluation is easier than subjective evaluation because objective has metric data which can be a feature and tools in statistics and data mining can be used to automate the evaluation. Subjective data is more difficult because it contain unstructured text. In this paper we propose to use opinion mining methods to automatically evaluate the subjective data.

E. Usability Quality Factors

Using ISO 9241-11 Standard, there are three basic principles needed for defining usability which are: Effectiveness which measures of effectiveness relate the users' goals, accuracy and completeness with which these goals can be achieved [22]. Efficiency which measures of efficiency related the level of effectiveness achieved to the costs of resources. And, Satisfaction which measures the extent to which users are free from discomfort, and their attitudes towards the use of the product [22]. This research tries to measure these metrics automatically.

IV. OPINION MINING

Opinion mining is a subtask of text mining that automatically extract knowledge from the various user-generated contains such as product reviews, discussion forums and personal blogs. Opinion mining defined by Liu [23] as "Given a set of evaluative text documents D that contain opinions (or sentiments) about an object, opinion mining aims to extract attributes and components of the object that have been commented on in each document d ∈ D and to determine whether the comments are positive or negative".

Opinion mining studies attitudes at three different levels: word level, sentence level and document level [24]. In this research we will concentrate at document level, where we consider user review as a document. In this case, systems assign positive or negative sentiment for a whole review [24]. Many approaches have been used in opinion mining the most common ones are lexicon based and machine learning. The lexicon-based
approach represents text as a bag-of-words. Opinion lexicons are resources that associate sentiment orientation and words. It considers a review as a collection of words without considering any of the relations between the individual words. In this approach positive opinion words are used to express desired states while negative opinion words are used to express undesired states [25]. The other approach is machine learning which uses classification methods to classify a document as positive or negative.

This paper used an approach proposed by [26] that combined the lexicon-based method and machine learning methods. It passes the document from lexicon-based method to two classifiers, maximum entropy and k-nearest. The justification of that, using only one approach produces a poor performance. After applying lexicon-based method, the classified documents are used as training set for machine learning methods. So, reviews first passed to lexicon-based classifier which classifies as much as possible. Then maximum entropy produces accurate results if they can classify the document, using another classifier, k-nearest, will classify the rest of the documents.

V. PROPOSED USABILITY MODEL

We propose a model in figure 1 to evaluate subjective usability using opinion mining approach. The model contains the following:

1) Group of users write their opinion for certain software in the three usability factors: Effectiveness, Efficiency and Satisfaction. The users do not need to be in lab, and no moderation necessary.

2) The preprocessing step including: stripping out the HTML tags and non-textual contents. Then, separating the documents into review and converted each review into a single file. Then, some of the wrong spelling words are corrected. After that, the sentences are tokenized, stop words removed and light stemmer applied. We also removed some terms with a low frequency of occurrence. Then, we obtained vector representations for the terms from their textual representations by performing TFIDF (Term Frequency–Inverse Document Frequency) which is a well-known weight presentation of terms used in text mining [27].

Figure 1: A model to evaluate subjective usability using opinion mining approach

3) Opinion mining system which has three parts:

a) Lexicon-based opinion classifier which uses opinioned words and phrases to determine the sentiment orientation of the whole review. It tries to find out the words or phrases that indicate the sentiment and determine the orientation of their sentiment (i.e., positive or negative), then classify the sentence. After that it can classify the whole document. To do that, it uses a dictionary of positive and negative words (e.g., love, hate) [28, 29]. This step works as follows: It takes unannotated reviews (to be classified), identify all opinion words and phrases (using negations when needed). Then aggregate these words to give a sentiment (positive or negative) to the review. However, some documents do not appoint to any sentiment polarity which is the documents that do not have enough clear opinioned words.

b) The next step is to use maximum entropy classifier. The maximum entropy model estimates probabilities based on the principle of making as few assumptions as possible, other than the constrained
imposed. The constraints are consequent from training process which articulate a relationship between the binary features and the outcome [30, 31].

The reviews that have been classified from the previous step will be used as training set for the classifier. The goal in this step is to classify as much reviews as possible that remain from the previous step. The unannotated data set is given to the maximum entropy probability systems. Given certain threshold (we used 0.75) if the sentiment greater than this probability it will be classified, if not it will be unclassified review which will pass be to the next step.

c) The next step is to use k-nearest neighbor (kNN) which is a simple method to classify document [32]. In this method, given an unannotated review \( r \), the system finds the \( k \) nearest neighbors among training reviews which are classified in the previous two phases. The similarity score of each nearest neighbor review to the test review is used as the weight of the classes of the neighbor review \( r \) belongs to the sentiment \( s \) that has the highest score.

4) Visualization step which visualizes the three factors of software usability in a graph that shows the negative and positive opinions of a certain software usability. Then, given two reviews, the system compares their usability graphically.

VI. EXPERIMENTS

To evaluate our model, a system was built and a set of experiments was designed and conducted. In this section, we describe the experiments design including the corpus, the classification tools, evaluation metrics and results.

A. Corpus

To test our model, we collected usability reviews from different users for four different software. As depicted in table 1, we used total of 565 reviews contain 345 positive reviews and 220 negative reviews.

<table>
<thead>
<tr>
<th>Number of reviews</th>
<th>Negative</th>
<th>Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>53</td>
<td>95</td>
<td>Soft1</td>
</tr>
<tr>
<td>82</td>
<td>110</td>
<td>Soft2</td>
</tr>
<tr>
<td>55</td>
<td>85</td>
<td>Soft3</td>
</tr>
<tr>
<td>30</td>
<td>55</td>
<td>Soft4</td>
</tr>
<tr>
<td>220</td>
<td>345</td>
<td>Total</td>
</tr>
</tbody>
</table>

TABLE 1
DESCRIPTION OF CORPUS USED IN THE EXPERIMENTS

B. Classification Tools

For preprocessing steps, we used Rapidminer from [33] for tokenization, removing stopwords, light stemming and vector presentation. For opinion mining methods we used Polarity Dictionary from lexicon based opinion classifier project SentiStrength [30]. SentiStrength employs several methods to extract positive and negative sentiment strength from short text. It uses a dictionary of sentiment words with associated strength measures. For maximum entropy method we used maxent software from [34]. For k-nearest we, also, used Rapidminer as data mining tool to classify and evaluate the results.

C. Evaluation Metrics

There are various methods to evaluate the system built based on the model; however, accuracy, precision and recall are the most common in this field. Accuracy measures the percentage of the test set that the classifier has labeled correctly. Furthermore, the precision and recall are calculated. Precision is the percentage of predicted documents class that are correctly classified. Recall is the percentage of the total documents for the given class that are correctly classified. We also computed the F-measure, a combined metric that takes both precision and recall into consideration [35].

D. Results

The input of the implemented system is a set of subjective reviews from users who evaluated the usability factors of four software. First, we measure the accuracy of the system on evaluating positive and negative opinions of the users. Evaluation of opinion classification relies on comparison of results on the same corpus annotated by humans [36]. Therefore, to evaluate our system, first we manually assigned a label for each user subjective opinion. Then, we evaluated the accuracy of the data sets using proposed classifier. Table 2 gives the accuracy of the four software in each factor.

<table>
<thead>
<tr>
<th></th>
<th>Satisfaction</th>
<th>Efficiency</th>
<th>Effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neg</td>
<td>Pos</td>
<td>Neg</td>
<td>Pos</td>
</tr>
<tr>
<td>85.05</td>
<td>87.56</td>
<td>92.32</td>
<td>81.28</td>
</tr>
<tr>
<td>83.86</td>
<td>85.25</td>
<td>89.25</td>
<td>82.55</td>
</tr>
<tr>
<td>90.92</td>
<td>92.98</td>
<td>95.36</td>
<td>86.63</td>
</tr>
<tr>
<td>81.82</td>
<td>83.27</td>
<td>86.89</td>
<td>81.26</td>
</tr>
<tr>
<td>85.41</td>
<td>89.11</td>
<td>84.17</td>
<td>82.97</td>
</tr>
</tbody>
</table>

From the table we can conclude that using the proposed model we got an average accuracy of about 85%, which is an acceptable result given that the review is subjective. Also, we can notice that effectiveness is the most difficult to detect. That is because the language of effectiveness is more general than other two factors. On the other hand, satisfaction is the easiest to detect. In
addition, in average positive reviews have better accuracy than negative ones. That is because usually negation gives more complication to the statements. In addition to accuracy measure, we used measure of recall, precision and f-measure. Table 3 gives the measures of recall, precision and f-measure for the four software.

<table>
<thead>
<tr>
<th>F-measure</th>
<th>Precision</th>
<th>Recall</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.76</td>
<td>87.36</td>
<td>90.21</td>
<td>Software 1</td>
</tr>
<tr>
<td>86.23</td>
<td>83.36</td>
<td>89.32</td>
<td>Software 2</td>
</tr>
<tr>
<td>94.66</td>
<td>94.11</td>
<td>95.23</td>
<td>Software 3</td>
</tr>
<tr>
<td>86.20</td>
<td>90.90</td>
<td>81.96</td>
<td>Software 4</td>
</tr>
<tr>
<td>89.05</td>
<td>88.93</td>
<td>89.18</td>
<td>Average</td>
</tr>
</tbody>
</table>

In general, the results is acceptable in recall and precision, hence f-measure.

Also, we propose to visualize the results using graphs. Figure 2 depicted the positive and negative opinions of users about software 1. As we can see in the figure, it is easy to envisage the positive and negative opinions for each of the three factors. For example, we can figure out that Effectiveness has negative attitude while Satisfaction has positive attitude from the point of view of the users who review the software. Also, we can noticed that the average usability of the software is more positive than negative.

In addition, using the visualization, we can compare the users’ opinion of two software usability, for example figure 3 compares the user opinion in usability of software 1 and software 3.

We can noticed that the two software have similar effectiveness and satisfaction, but the efficiency of software 1 is better than software 3.

VII. CONCLUSION

In this paper, we have proposed a model which aims at using opinion mining to automatically evaluate software subjective usability. The model concentrated on three usability quality factors: effectiveness, efficiency and satisfaction.

The model used three methods at sequence: First, lexicon based method is used which classifies some reviews. The classified documents used as training set for maximum entropy model which subsequently classified some other reviews. After that, k-nearest method is used to classify the rest of the reviews.

In experiments we applied the model to four software usability reviews contained 345 positive reviews and 220 negative reviews. Our system achieved an accuracy of about 85%. The experimental results further showed that recall, precision and f-measure of the evaluated reviews are acceptable. The model also proposed to visualize a subjective usability of any software and compare the usability of two software visually.

In the future work we may use different and more general software usability factors. Also, it may be able to automatically classify the type of factors from subjective user opinion.
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