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II. THE ADVANTAGES RELATIONSHIP OF SET-VALUED INFORMATION SYSTEM

Definition 2.1\(^{10}\). Let \((U, A, F)\) be a Set-valued Information System, \(U = \{x_1, x_2, \cdots, x_l\}\) be objects Set, \(A = \{a_1, a_2, \cdots, a_n\}\) be attributes set for any set-valued function \(F = \{f_i: i \leq n\}\), where

\[
f_i : U \longrightarrow P_\alpha(V_i)(U \leq m), a_i \in V_i, P(V_i) \in 2^{V_i}.
\]

Definition 2.2. Let \((U, A, F)\) be a Set-valued Information System, for any \(a_i \in A, x_i \in U\),

\[
\alpha \in [0, 1], \exists \alpha \in (0, 1], \text{define the relations } R^\alpha_a \text{ and } [x_i]_b^\alpha \text{ as follow:}
\]

\[
R^\alpha_a = \{(x_i, x_j) \in U \times U : \forall \alpha \in B, f_i(x_i) \subseteq f_j(x_j), c_j^\alpha \geq \alpha\}
\]

\[
[x_i]_b^\alpha = \{x_j \in U : (x_i, x_j) \in R^\alpha_a\}
\]

Where \(\alpha\) is called Similar levels, Greater about the \(c_j^\alpha\),

the higher similarity degree about the attribute

\(a_i \in A\) for the object \(x_j\) relative to \(x_i, R^\alpha_a\) is called \(\alpha\) -

dominance Relation and \([x_i]_b^\alpha\) is called \(\alpha\) - dominance
class.

Theorem 2.1 Let \((U, A, F)\) be a Set-valued Information System, \(R^\alpha_a\) is a binary relation, then
(1) \( R^a_\alpha \) is reflexive
(2) when \( B_i \subseteq B_j \subseteq A \),
\( \forall \alpha \in (0,1], \ R^a_\alpha \subseteq R^a_\beta \subseteq R^a_\gamma \);
(3) when \( B_i \subseteq B_j \subseteq A \),
\( \forall \alpha \in (0,1], [x_i]_{J_i}^a \subseteq [x_j]_{J_\beta}^a \subseteq [x_j]_{J_\gamma}^a \);
(4) \( J = [x_i]_{J_i}^a : x_i \in U \) is a covering of \( U \).

III. ATTRIBUTE REDUCTION METHOD

Definition 3.1. \( B \subseteq A \) is called \( \alpha \) horizontal coordination Set of Set-valued Information System \((U,A,F)\) , if \( R^a_\alpha = R^a_\beta \). \( B \) is called \( \alpha \) horizontal reduction If \( R^a_\alpha \neq R^a_\beta \), for any \( b \in B \).

Definition 3.2. \( D_\alpha^a = \{ a_i \in A : (x_i, x_j) \notin R^a_\alpha \} \) is called \( \alpha \) distinguish attribute set of Set-valued Information System \((U,A,F)\),
\[ D_\alpha^a = (D_\alpha^a : i, j \leq n) \]
is called \( \alpha \) distinguish matrix of Set-valued Information System \((U,A,F)\), for any \( x_i, x_j \in U \) and \( \alpha \), \( D_\alpha^a = \emptyset \), Which express that all elements on the main diagonal of the \( \alpha \) distinguish matrix is \( \emptyset \).

Theorem 3.1 Let \((U,A,F)\) be a Set-valued Information System, \( B \subseteq A \), \( \forall \alpha \in (0,1], \)
\[ D_\alpha^a = \{ D_\alpha^a : x_i, x_j \in U \} \]
Then the following are equivalent:
(1) \( B \) is \( \alpha \) horizontal coordination Set of Set-valued Information System \((U,A,F)\),
(2) \( B \cap D_\alpha^a \neq \emptyset \) for any \( D_\alpha^a \in D_\alpha^a \);
(3) for any \( B' \subseteq A \), if \( B' \cap B = \emptyset \), then \( B' \notin D_\alpha^a \).

Proof. \( B \) is \( \alpha \) horizontal coordination Set
\( \Leftrightarrow R^a_\alpha \subseteq R^a_\beta \)
\( \Leftrightarrow (x_i, x_j) \notin R^a_\alpha, (x_i, x_j) \notin R^a_\beta \)
\( \Leftrightarrow \) there exist \( a_i \in A \), when \( (x_i, x_j) \notin R^a_\alpha \), there must exist \( a_i \in B \), such that
\( (x_i, x_j) \notin R^a_\alpha \Leftrightarrow a_i \in D_\alpha^a \),
there have \( a_i \in B \) and \( a_i \in D_\alpha^a \Leftrightarrow D_\alpha^a \in D_0 \), \( B \cap D_\alpha^a \neq \emptyset \), i.e.(1) and(2) are equivalent.
(2) and(3) are equivalent clearly established, so the proposition holds.

From the Theorem 3.1, to get the \( \alpha \) horizontal reduction. In fact in seeking minimal set \( B \) to meet the \( B \cap D_\alpha^a \neq \emptyset \), which can be get by The conjunctive type in the minimal disjunctive normal to definition to the discernibility function on matrix\(^{[10]}\).

Example 3.1 Set-valued Information System

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>{1}</td>
<td>{1}</td>
<td>{2}</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>{1}</td>
<td>{1,2,3}</td>
<td>{1,2}</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>{1,2}</td>
<td>{1,2}</td>
<td>{2}</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>{1}</td>
<td>{1,2}</td>
<td>{1,2,3}</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>{1,2}</td>
<td>{1,2}</td>
<td>{1}</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>{2}</td>
<td>{1}</td>
<td>{1}</td>
</tr>
</tbody>
</table>

Let \( \alpha = 0.6 \), then \( \alpha \) distinguish matrix is:
\[ \begin{bmatrix}
\emptyset & \{a_2,a_3\} & \{a_1,a_2,a_3\} & \{a_1,a_3\} & \{a_1,a_2,a_3\} \\
\{a_2,a_3\} & \emptyset & \{a_1,a_2,a_3\} & \{a_3\} & \{a_1,a_2,a_3\} \\
\{a_1,a_3\} & \{a_1,a_2,a_3\} & \emptyset & \{a_1\} & \{a_1,a_2,a_3\} \\
\{a_1,a_2,a_3\} & \{a_3\} & \{a_1\} & \emptyset & \{a_1,a_2,a_3\} \\
\{a_1,a_2,a_3\} & \{a_1,a_2,a_3\} & \{a_1,a_3\} & \{a_1\} & \emptyset \\
\{a_1,a_2,a_3\} & \{a_1,a_2,a_3\} & \{a_1,a_3\} & \{a_1\} & \emptyset \\
\end{bmatrix} \]

discernibility function:
\[ \Delta = a_1 \land (a_2 \lor a_3) = (a_2 \land a_3) \lor (a_1 \land a_3) \]
so there are two \( \alpha \) horizontal reduction
\[ \{a_1,a_3\} \] and \( \{a_1,a_4\} \).

Definition 3.3. Let \( \{B_i : i \leq I\} \) be the \( \alpha \) horizontal reduction of \((U,A,F)\), note
\[ C = \bigcap_{i \in I} B_i, K = \bigcup_{i \in I} B_i - \bigcap_{i \in I} B_i, I = A - \bigcup_{i \in I} B_i, \]
then \( C \cap K \cap I \) are called \( \alpha \) horizontal core attributes set, \( \alpha \) horizontal relative necessary attribute set, \( \alpha \) horizontal absolutely unnecessary attribute set.

From the Definition 3.3, \( \alpha \) horizontal core attributes set belong to the any \( \alpha \) horizontal reduction, while \( \alpha \) horizontally absolutely unnecessary attribute set does not belong to any \( \alpha \) horizontal reduction. In example3.1, \( \alpha \) horizontal core attributes set is \( \{a_1\} \). \( \alpha \) horizontal relative necessary attribute set is \( \{a_1,a_3\} \). \( \alpha \) horizontal absolutely unnecessary attribute set is \( \{a_1\} \).

Theorem 3.3 Let \((U,A,F)\) be a Set-valued Information System, \( \alpha \in (0,1], \) then the following are equivalent:
(1) \( a_i \in A \) is \( \alpha \) horizontal core attributes;
(2) there exist \( x_i, x_j \in U \), such that \( D_\alpha^a = \{a_i\} \);
(3) \( R^a_{\alpha \land \neg a_i} \subseteq R^a_\alpha \)

Proof. (1) \( \Rightarrow \) (2): if(2) not established, then there are at least two elements in \( \alpha \) distinguish attribute set which includes \( a_i \). Let
\[ B = \bigcup_{i \in I} D_\alpha^a - \{a_i\}, D_\alpha^a \in D_\alpha^a, \]
for any \( D_\alpha^a \in D_\alpha^a \), \( B \cap D_\alpha^a \neq \emptyset \). Then \( B \) is \( \alpha \) horizontal coordination set from Theorem 3.1, therefore there exist \( B' \subseteq B \) and \( a_i \notin B' \), which contradiction with \( a_i \) \( \alpha \) horizontal core attribute.
(2) ⇒ (3): from (2), if \( x_i, x_j \in U \), then \((x_i, x_j) \notin R_{\alpha}^a\) and for any \( a_k \in A - \{a_i\} \), there is \((x_i, x_j) \in R_{\alpha}^{a_k}\) i.e.
\n\[ (x_i, x_j) \in R_{\alpha}^{a_k}, (x_i, x_j) \in R_{\alpha} \]

therefore \( R_{\alpha}^{a_k} \subset R_{\alpha}^a \).

(3) ⇒ (1): if \( a_i \) is not the \( \alpha \) horizontal core attributes set, then there is \( B \subset A \), \( a_i \notin B \).

\[ B \subset A - \{a_i\}, R_{\alpha}^{a_i} \subset R_{\alpha}^B \]. But we have \( R_{\alpha}^{a_k} \subset R_{\alpha}^a \) from \( B \) is \( \alpha \) horizontal reduction, \( R_{\alpha}^{a_i} \subset R_{\alpha}^a \) which contradicts with (3).

IV. THE AFFECT OF SIMILAR LEVEL TO SET-VALUED INFORMATION SYSTEM

**Theorem 4.1** Let \((U, A, F)\) be a Set-valued Information System, for any \( \alpha, \beta \in (0,1) \), if \( \alpha \leq \beta \), then
\n\[ R_{\alpha}^a \subseteq R_{\beta}^a, [x_i]_{\alpha}^a \subseteq [x_i]_{\beta}^a \]

Proof. For any \((x_i, x_j) \in R_{\alpha}^a\), \( a_i \in B \), then
\n\[ f_i(x_i) \subseteq f_j(x_j), c_{ij}^\alpha \geq \beta \]

but \( \alpha \leq \beta \), therefore
\n\[ c_{ij}^\beta \geq \alpha, (x_i, x_j) \in R_{\beta}^a \]

So
\n\[ R_{\beta}^a \subseteq R_{\alpha}^a \]

from the relation of \( R_{\alpha}^a \) and \([x_i]_{\alpha}^a, [x_i]_{\beta}^a \subseteq [x_i]_{\alpha}^a \).

**Theorem 4.2** Let \((U, A, F)\) be a Set-valued Information System, for any \( x_i, x_j \in U \), \( \alpha, \beta \in (0,1) \), if \( \alpha \leq \beta \), then

(1) \[ D_{\alpha}^a \subseteq D_{\beta}^a \]

(2) \[ D_{\alpha}^a \] is more meticulous than \( D_{\beta}^a \), i.e. for any \( D_{\alpha}^a \in D_{\beta}^a \), if \( D_{\alpha}^a \in D_{\beta}^a \), then \( D_{\alpha}^a \subseteq D_{\beta}^a \).

**Example 4.1** Taking Example 3.1 again, let \( \alpha = 0.5 \) then \( \alpha \) distinguish matrix can be got as following:

\[
\begin{pmatrix}
\emptyset & {} [a_i] & [a_i, a_j] & [a_i, a_k] & [a_i, a_l] \\
{[a_i, a_j]} & \emptyset & [a_i, a_k] & [a_i, a_l] & [a_i, a_l] \\
{[a_i, a_k]} & [a_i, a_j] & \emptyset & [a_i, a_l] & [a_i, a_l] \\
{[a_i, a_l]} & [a_i, a_j] & [a_i, a_k] & \emptyset & [a_i, a_l] \\
{[a_i, a_l]} & [a_i, a_j] & [a_i, a_k] & [a_i, a_l] & \emptyset \\
\end{pmatrix}
\]

From Theorem 3.1, \( B = \{a_i, a_j, a_k\} \) is the only \( \alpha \) horizontal reduction, \( \{a_i, a_j, a_k\} \) is \( \alpha \) horizontal core attributes set. \( \alpha \) horizontal relative necessary attribute set is \( \emptyset \) and \( \alpha \) horizontal absolutely unnecessary attribute set is \( \{a_i\} \).

V. CONCLUSIONS

the set-value of information systems can be used to deal with the data incomplete information system, the advantage of a new relationship between the degree of similarity in this paper by means of the value of the

attribute set defined on the set-valued information system, given the dominance relations set attribute reduction of the value of information systems with the judgment, seeking a reduction of the valued information systems operation, and at the same time similar level of valued information systems attribute reduction.
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