
Improved Multi-objective Evolutionary 
Algorithm for Multi-agent Coalition Formation 

 
Bo Xu 

Department of Computer Science and Technology of Guangdong University of Petrochemical Technology, Guangdong 
Province, P.R.China 

Email: xubo807127940@163.com 
 

Ruizhe Zhang 
Computer Science and Technic Academy Department, Pingdingshan University, Henan Province, P.R.China 

Email: pdszrz@163.com 
 

JianPing Yu 
College of Mathematics and Computer Science, Key Laboratory of High Performance Computing and Stochastic 

Information Processing,Hunan Normal University,Hunan Province, P.R.China 
 
 
 

Abstract—one of the key problems in multi-agent coalition 
formation is to optimally assign and schedule resources. An 
improved multi-objective evolutionary Algorithm (IMOEA) 
is proposed to solve this problem. Compared with several 
well-known algorithms such as NSGA, MOEA, 
experimental results show the algorithm is very suitable for 
coalition formation problem. 
 
Index Terms—Multi-agent; coalition formation; multi-
objective optimization; evolutionary algorithm 

I.  INTRODUCTION 

With the demand of production practice and 
development of agent technology, the needs of people no 
longer limited to a single agent. The researchers have 
been interested in multi-agent system which composed by 
multiple agents. Multi-agent system has become a hot 
topic in artificial intelligence, because the multi-agent 
system has many advantages that can not be found in 
single agent. The current important trend of agent 
technology is highly intelligent and group. 

On the one hand, the researchers design and develop a 
more sophisticated independent intelligent agent, which is 
a more complex individual that full of information 
perception, target recognition, decision analysis, 
optimization and search integrated; on the other hand, 
with the idea of swarm intelligence in recent years, 
people use a number of relatively simple agent 
composition of groups to implement complex tasks that 
some single or small number of agent can not complete 
[1]. 

How to generate optimal agent coalition is a key issue 
of multi-agent system. Researchers generally believe that 
the problem was first introduced around 1993, and then 

this problem was followed by a variety of important 
conferences, academic journals and research reports, 
coalition problems became an important research 
direction. Sandholm[2] proved that finding coalition 
structure was a NP complete problem. DeVany [3] found 
that with the number of agent increasing, in order to 
quickly find the optimal coalition structure was very 
difficult. He thought it should look for sub-optimal 
instead of optimal solution, and used information theory 
to measure the complexity of coalition structure. But he 
did not provide this algorithm can be used to find the sub-
optimal solution. Jingan Yang [4] used genetic algorithm 
for agent coalition, Na Xia[5] utilized ant colony 
optimization algorithm for this problem, Guo-fu Zhang[6] 
introduced the particle swarm optimization algorithm for 
solving complex coalition problems, etc. Many 
algorithms were proposed to improve the quality of 
solutions, but they were for single task of a single 
objective optimization [7]. In real life, the system may 
have multiple tasks at any time; such problem was called 
multi-task multi-coalition [8]. Chao-feng Lin [9] used ant 
colony optimization algorithm in multi-task environment, 
Zhao-pin Su [10] used the immune algorithm for multi-
task coalition parallel study.  

Until now, many algorithms and methods were 
proposed to coalition problems, But the convergence of 
the existence of the above algorithm was slow, while 
global optimization was not strong [11, 12]. In this paper, 
we did further researches on agent coalition formation 
problem in dynamic environment and improved the speed 
of finding pareto optimal solution [13, 14]. A model of 
multi-objective agent coalition formation was proposed. 

II.  BACKGROUNDS 

A.  Multi-objective Evolutionary Algorithm (MOEA) 
Several multi-objective evolutionary algorithms 

(MOEA) were proposed from early 1990s. Such as 
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MOGA, NPGA, NSGA, SPGA, NSGA-II, SPEA2, 
etc[15,16]. Multi-objective optimization problem is a 
complex problem often encountered in engineering. 
Multi-objective evolutionary algorithm has been 
successfully applied in many fields such as electronics, 
environmental science, finance, economics, geometry, 
physics information and resources. 

B.  Model of Multi-objective Agent Coalition Formation 
In this paper, we assume 

that: },...,{ 21 nAAAA = represents n agents and that 
each has r -dimension capability 
vector >=< r

iiii bbbB ,..., 21 , 0≥j
ib , ( ni ≤≤1 , 

rj ≤≤1 ), where each capability is a property that 
quantifies the ability to perform an action. 

},...,{ 21 mtttT = represents m tasks and that a set of 

capability requirement vector >=< r
tttt IIII

bbbB ,..., 21 . 

},...,{ 21 mCCCCS =  represents agent coalition. iC  is 
a group of agents that decide to cooperate to perform a 
task and each coalition performs a single task it . iC  has 

r -dimensional capability vector cB , cB represents the 

sum of the capabilities. iC  can perform a task it only if 

its capability vector satisfies j
C

j
t ii

BB < , for each iC , 

there exist coalition cost 
icCost and coalition 

value
icValue . ))(( TCostMin  represents minimization 

of critical cost, ))((Pr TofitMax  represents 
maximization of total of all profit. 

The multi-objective agent coalition is to find a set of 
solutions that are superior among all the solutions when 
all objectives are considered. The agent coalition is a 
multi-objective optimization problem and can be depicted 
as follows: 

))((Pr TofitMax  
))(( TCostMin  
))(( TTimeMin  

restriction: )()( TMaxTTime T≤         (1) 
Where )(TTime  is the time that all tasks of system are 
completed. 

III.  ALGORITHM DESIGN 

A.  Initialization and Mutation Operator Figures and 
Tables 

The population size depends on the nature of the 
problem but typically contains several hundred or 
thousands of possible solutions. Traditionally, the 
population is generated randomly, covering the entire 
range of possible solutions (the search space). 
Occasionally, the solutions may be “seeded” in areas 
where optimal solutions are likely to be found. 

Mutation operator is the core of the multi-objective 
evolutionary Algorithm. It will have a direct impact on 
the performance of the algorithm is shown. In IMOEA, 
due to chromosomal or entangled in a superposition state 
of the state, updates can not be used in the traditional GA 
mutation operation.  

The specific methods are as follows: the variation of 
the probability increases while small chromosome 
individual, this way can maintain the diversity of the 
population, and search for a broader solution space to 
avoid falling into the local optimum. Decrease in 
mutation probability while large individual chromosome,, 
so that this way can reduce the amount of computation 
and ensure the diversity of groups. Therefore defined 
mutation probability: 

)1(1.0 α−=mP (2) 
Mutation operation would also undermine the good 

general values of the individual; the mutation probability 
is smaller in biological evolution, multiplied by 0.1. mP  
Knowable range is [0, 0.1]. 

B.  The Selection of Global Optimal Solution and Local 
Optimal Solution 

The key question of MOEA is the choice of the 
optimal solution and the global optimal solution. It is 
natural to be selected by objective function value in 
single objective problems. But the objective function 
value is difficult to be determined by which solution 
better in the multi-objective optimization problems, 
which can not be selected. So this approach is taken, for 
the selection of the global optimal solution, all the Pareto 
solutions in accordance with the sort of potential future 
value of F , the greatest potential value is the global 
optimum solution. For the history of each individual 
i select the optimal solution, using the following steps:  

① If the current solution i dominated the history of 
the individual optimal solution, then update the history of 
the optimal solution.  

②  If the current solution did not dominate the 
history of individual it’s optimal solution, then compare 
the current optimal solution and the history of the )(iD  
value, choose a smaller )(iD  the value of the solution as 
the history of the optimal solution. 

C.  The Procedure of IMOEA 
Begin 

a) t = t +1; 
b) Initial population; 
While (not termination-condition) do 

i) Evaluate )(tP , sample it once and get one 
non-dominated solution; Store the best non-dominated 

solution among )(tP into )(tA  
ii) Compare the non-dominated solutions 

with the current )(tA . 
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iii) Through non-dominated sorting and 
crowding distance sort rebuild the archive set )(tA ; 

)), 1()( ()( ≤−⊆ tAtPMtA f ∪  

iv) generating target solution set )(tO , 
)()()( tAtPtO ∪⊆ , 

vi) Update )(tP ; 
c) If stopping condition is satisfied, then stop. 

End 

IV.  EXPERIMENTAL RESULTS AND ANALYSIS 

We design experiments of NSGA [7], MOEA and 
IMOEA. The parameters of experiments are set as 
follows: tasks require the ability vector 

>=< 4321 ,,, lllll bbbbB ,agents establish the different 
ability vector 

>=< 4321 ,,, iiiii bbbbA ,
iACost =1* 1

ib +2* 2
ib +3* 3

ib +

4* 4
ib ; lofitPr =1* 1

ib +2* 2
ib +3* 3

ib +4* 4
ib . In 

experiments set the number of agent = 200, three typical 
application environments were the given for multi-task 
coalition. 

Environment 1: ∑
=

<=
n

i
lAall BBB

i
1

, three algorithms 

can not generate agent coalition. 

Environment 2: ∑
=

≥=
n

i
lAall BBB

i
1

, three algorithms 

can generate agent coalition, but the quality of the results 
are different (see Table 1,2). 

Environment 3: ∑
=

>>=
n

i
lAall BBB

i
1

, three algorithms 

can generate agent coalition, but the quality of the results 
are different (see Table 1,2). 

TABLE 1  

COMPARISON OF THREE ALGORITHMS FOR COALITION VALUE 
(STATISTICAL OF 100) 

Environment Number 
of tasks

Maximum coalition value 
IMOEA MOEA NSGA

1 4 0.0 0.0 0.0 
8 0.0 0.0 0.0 

50 0.0 0.0 0.0 
2 4 0.9889 0.9412 0.8332

8 0.9756 0.9434 0.8011
50 0.9659 0.9362 0.7832

3 4 0.9843 0.9491 0.8180
8 0.9789 0.9344 0.7983

50 0.9676 0.9201 0.7792

TABLE 2  

COMPARISON OF MULTI-OBJECTIVE EVALUATION OF THE OPTIMAL COALITION (STATISTICAL OF 100) 

Environ
ment 

number 
of tasks 

)(TTime ( Seconds) ))((Pr TofitMax  ))(( TCostMin  

NSGA MOEA IMOEA NSGA MOEA IMOEA NSGA MOEA IMOEA
1 4 - - - - - - - - - 

8 - - - - - - - - - 
50 - - - - - - - - - 

2 4 7.65 6.32 5.33 0.303 0.923 0.971 0.65 1.36 1.31 
8 12.55 10.13 9.82 0.374 0.903 0.962 0.62 1.38 1.33 

50 44.09 36.31 32.21 0.357 0.894 0.933 0.61 1.43 1.42 
3 4 7.98 6.43 5.67 0.336 0.880 0.964 0.65 1.43 1.41 

8 12.02 10.31 9.71 0.383 0.872 0.953 0.63 1.51 1.45 
50 44.86 38.32 35.97 0.322 0.804 0.924 0.62 1.69 1.44 

 

 
Figure 1 Pareto solution distribution based on NSGA  

(Task=8, Environment 2) 

 
Figure 2 Pareto solution distribution based on MOEA  

(Task=8, Environment 2) 
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Figure 3 Pareto solution distribution based on IMOEA 

(Task=8, Environment 2) 
Pareto solution distribution based on three algorithms 

is shown in Figure 1,2,3. The statistical comparisons are 
shown in Table 1 and Table 2. Table 1 shows the best 
coalition value found by MOEA, NSGA and IMOEA. 
Table 2 shows multi-objective evaluation of optimal 
coalition.  

From Table 1, 2, it can be seen that IMOEA can get 
better results. We can see that in the environment 1, task 
can not be solved by the three algorithms. In the 
environment 2, three algorithms can generate agent 
coalition, but the quality of the results is different, the 
sum of coalition value of our algorithm is the largest, and 
our algorithm has the highest utilization rate of resources. 
And results are the best. In the environment 3, MOEA 
and NSGA have a great waste of resources, coalition 
value is very small, and the advantages of our method are 
obvious.  

From Figure 1, 2, 3, we can see our algorithm also has 
the fastest convergence. 

The above results show that our algorithm can generate 
multi-task coalition in typical conditions promptly and 
efficiently, and the solution quality is better than other 
two algorithms, and can avoid the deadlock of the 
coalition and waste of resources. 

V.  CONCLUSIONS 

Agent coalition is a key issue of multi-agent system, 
there are still many areas to be studied, especially for 
dynamic environments. We face not only the complexity 
of the agent coalition formation, but also the actual 
application process including not only the combination of 
resources, task allocation, but also co-verification, co-
simulation and other follow-up steps. Of course these are 
the next step work. 
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