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Abstract—A topic detection model based on hierarchical
clustering for Chinese microblog is proposed in this paper.
In order to minimize the impact of noise, we optimize the
feature selection and weight computation method and use a
new scoring method to filter out those topic-unrelated
tweets. We also give an improved topic detection algorithm
which uses a new vector distance calculation method and
center vector updating method. It is shown by the
experiment that this method can filter out majority of the
topic-unrelated tweets and identify microblog topics
accurately and efficiently. The study of microblog topic
detection method can help users and service providers find
out microblog hot topics dynamically.

Index Terms—Incremental clustering; Microblog; topic

detection

I. INTRODUCTION

In recent years, microblogging services are more and
more popular. And it is slowly moving into the
mainstream. Unlike traditional blogging service,
microblogging service is based on social network. People
can share what they observe in their surroundings,
information about events, their opinions about certain
topics, and even their whereabouts updates with
microblogging. Moreover, one can also follow other
microbloggers to request their updates be delivered in real
time. Microblogging also provides many other functions
such as retweet or repost, commenting, etc. People can
retweet microblog with the “/(@username:” format. The
“#hashtag#” format means the message is related to a
particularly topic. In addition, microblogs can be written
or received with a variety of computing devices, including
cell phones. It has empowered people themselves to act as
sensors or sources of data which could lead to important
pieces of information. Moreover, various metadata can be
extracted from the posts, such as location, time, and name.
Aggregate analysis of these data includes different
dimensions like space, time, theme, sentiment, network
structure etc., and gives researchers an opportunity to
understand social perceptions of people in the context of
certain events of interest.

The target of topic detection is to classify the large
amount of tweets according to their topic. Microblog topic
detection differs from traditional topic detection in three
aspects: firstly, microblogs or tweets are brief (typically
140 — 200 characters); secondly, tweet topics increase
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quickly; thirdly, there are too much topic noise involved
in tweets.

Our research focus on hot tweet topic finding, related
tweets clustering, and tweet topic keyword extraction. In
this paper, we study data from Sina Weibo(one of the
most visited microblogging website in China), and
propose a topic detection method based on hierarchical
clustering for Chinese microblog. Microblog topic
detection can help users find out hot tweet topics more
effectively, and help the providers improve their
microblogging services.

Il. RELATED WORK

[1] proposes an algorithm for internet public opinion
hotspot detection and analysis based on K-means and
SVM. The authors use traditional vector space model in
text expression, then perform K-means clustering and
SVM classifiers on the documents to detect internet public
opinion hotspot and classify following texts into
corresponding classes. However, K-means is sensitive to
noises, while there are many topic unrelated tweets in
microblogs. This algorithm cannot reduce such noise
influence. In fact, the algorithm is used for traditional
websites, so it is not suitable for microblog. [2] studies
characteristics of breaking news in Twitter and propose a
method to collect, group, rank and track breaking news in
Twitter. The authors index each tweet and grouped similar
tweets together. They also propose a measurement to
score each group and rank the groups according to the
score. [3] proposes a detecting method for sudden topics
on microblog based on the dynamic sliding window. The
authors use windows to extract the information with
potential sudden features, compute feature weight and
build VSM with TF-IDF function which is combined with
semantic. Then, they wused improved Single-Pass
clustering algorithm to generate the final clustering. This
method is simple and accurate, but its miss rate is quite
high. Furthermore, this method only focuses on finding
sudden topics. [4] proposes a news topics mining
approach from microblog. The author uses the word
frequency and growing rate in the time window to
generate a compound weight and extract news keywords,
and then cluster keywords and detect news topic by
incremental clustering method. But the experimental
result shows that this method cannot get high precision
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rate and high recall rate at the same time. The social
network analysis layout algorithm propose in [11] is
based on domain ontologies, which can help to find
weibo topic. Besides the studies above, Sina Weibo also
provides a hot topic list. But the topics are ranked simply

© 2013 ACADEMY PUBLISHER

by the number of tweets posted by users in specific micro-
topic sites. It may involve in a lot noises, because those
topic-unrelated tweets posted at these sites are included,
while other topic-related tweets that are not posted at
these sites are ignored.
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Figure 1. Procedure of the topic detection model

I1l. Toric DETECTION MODEL

The main task of topic detection is to recognize the
beginning of any new topic from a large number of news,
classify a news report by topic clusters, and establish new
topic clusters when needed. Most topic detection
algorithms are based on clustering algorithms. At first a
vector space model is used to describe news report and
topics, and then the similarities between different vectors
are calculated to cluster those vectors based on some
certain strategy.

For microblog, the goal of topic detection is to
detect topics from large amount of tweets and classify
those tweets into corresponding topic clusters while
ignoring those topic-unrelated tweets (called noise) .
Although traditional topic detection technology is quite
mature, the topic detection method for microblog should
pay more attention on following aspects: 1) the
optimization of data pretreatment; 2) the optimization of
feature selection; 3) the optimization of text
representation model; 4) the optimization of topic
clustering algorithm. In this paper, we propose a new
topic detection model for Chinese microblog.

Figure 1 shows the basic procedure of the model. At
first we collect all the tweets that are posted within a
specified time window. These tweets are sent to the data
pretreatment module. In this module, some useless
information in the tweets is removed first. After word
segmentation and POS (Part Of Speech) tagging, these
tweets turn to feature selection module. Here, some topic
representative words are selected as features, and we can
calculate every tweet’s feature weight and get its vector
expression by vector space model. With this vector set,
we use the topic clustering algorithm to get topic clusters.

A. Data Pretreatment

Data pretreatment is the first step for text processing.

It transforms an original text string into term string or
some specific symbol string. For each tweet in the
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collected dataset, there are two tasks in data pretreatment:
useless information filtering, word segmentation and POS
(Part Of Speech) tagging.

Filtering useless information means removing
meaningless text or symbols in the tweet, such as some
format related text content, url, special characteristics or
emotion icons®. Sina Weibo provides some specific
format to implement the function of retweeting,
mentioning etc. For example, “@username” means
mentioning a user in a tweet, “//@username:” is the
format for retweeting. Such format related text should be
removed at first, because usually they are not topic-
related. Special characteristics, url and emotion icons are
also topic-unrelated. They will lead to noise and
influence word segmentation, so these texts should also
be removed during data pretreatment. However, text in
“#hashtag#” format should be reserved because they
represent a topic directly. For example, after filtering, an
original Chinese tweet “#i#{5 1F &R} JLE# /NMZK A2
T[] @/ Q http://t.cn/zIuGttf” will be transformed
to “Ui i 1EERY ) LH ANMZRAHS T,

TABLE I.

PART-OF-SPEECH (POS) TAG SET

tag POS tag POS
n noun nr name
ns location nt organization
nz other proper nouns t time
S place word f position word
% verb a adjective
b non-predicate z status word
adjective
r pronoun m numeral
q quantifier d adverb
p preposition c conjunction
u particle e interjection
y modal particle 0 onomatopoeia
h prefix k postfix
X string w punctuation
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After filtering, it is turn to word segmentation and
POS tagging. Here we use ICTCLAS (Institute of
Computing Technology, Chinese Lexical Analysis
System)® for this task. ICTCLAS is a Chinese grammar
analysis system which is developed by Chinese academy
of sciences. ICTCLAS is good at Chinese segmentation.
It also supports POS tagging, named entity recognition
and new word recognition. After word segmentation, we
can get many pairs of “word / POS tagging”. For example,
after word segmentation and POS tagging the Chinese
sentence “75 Be7EF Lo will be transformed into the
following pairs: “& #/nr ZE/p F/r Lo /s”. Table 1
shows the POS tagging set we used.

B. Vector Representation

The commonly used text expression model includes
LM (Language Model) and VSM!! (Vector Space Model).
Here we choose VSM to express a tweet. The basic idea
of vector space model is to express a text by a space
vector, where each dimension of the vector represents a
feature and the value of each dimension represents the
weight of the corresponding feature. For example, for
text D, the vector space model of D

isD =D(t,,W;t,,W,;....;t,,W,;), where t; is the
i"feature and W, is the weightof t,, 1<i<n.

1) Feature Selection

Method based on document frequency, mutual
information, or information gain can be used as feature
selection method to extract the most representative
features [8,9,12]. In this paper, we use the feature
selection method based on document frequency.

Given the dataset of tweets in a time window, we
use all the words obtained after data pretreatment as the
initial feature space. Words with different POS contribute
differently to the expression of a topic. Usually, the key
words of a topic-related tweet including nouns, names,
location, time, numbers, verbs and adjectives, are much
more meaningful in topic representation than the others
like particle, pronouns, prepositions and modal particle.
To improve the efficiency of the algorithm, we only take
nine kinds of words into consideration. They are nouns,
names, location, time, numbers, verbs, adjectives,
organization names and other proper nouns. Therefore,
we remove all other words except these nine kinds of
words from the feature space at first.

We choose two suitable thresholds, a higher one,
and a lower one. For each remaining feature in the feature

space, say t; , we count the number of the tweets that exist
the feature. When the number or the frequency,
say df (t;) , is lower or higher than the specific threshold,

the feature itemt, will be removed from the feature space.

Because too low frequency of a feature reflects it is not
representative, while too high frequency reflects it is not
distinguishable. We also exclude the feature item whose
length is smaller than 2, because one character word are
not so representative either. The feature selection method
based on frequency is quite simple, and it can exclude
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noise, reduce feature dimension quickly and efficiently.
All of these are helpful to improve the accuracy and
efficiency of the algorithm. The items in the final feature
space will be used as features in the vector space model.

Also, we keep a vector FV that shows each feature’s
times of occurrences, which will be used for the
computation of distance between two vectors later in
section I11.C.2.

FV =(fv, fv,,....fv,),
fv. =df (t,) xboost (t,)
)

Where df (t;) ist,’s number of occurrence in the
dataset and boost(t;) is a constant value according to

the POS tag of t,, 1<boost(t,) <2. boost(t;) can

adjust the importance of word terms with different POS
tag for topic detection. For example, noun, location, time
and name contribute more to the topic representation than
adjective and verbs.
2) Feature Weight

There are two main methods to calculate feature
weight: Boolean weight and TF-IDF (term frequency-
inverse document frequency) weight. Usually, TF-IDF
measure is used for general text model representation.
Because tweet is very short and there’s little length
difference for most tweets, TF is meaningless. On the
other hand, IDF makes the lower frequency features in
the total dataset have higher weight since it stresses those
distinguishable words. In fact, for topic detection, the
words with higher frequency are more likely to be a topic
keyword. That is to say, these words contribute more to
topic representation. So TF-IDF measure is not
appropriate for microblog topic detection.

Here, we use Boolean weight to compute the tweet
feature weight. The formula is as follows:

1 tf; >0

" :{ 0

)

Where tfij represent the frequency of feature f;

inDj.

otherwise

C. Topic Detection

1) Noise Exclusion

There exist a large amount of tweets which are
topic- unrelated. Such tweets not only lead to a lot of
noise, but also influence the efficiency of the clustering
method. So we should remove these topic-unrelated
tweets as early as possible.

After feature selection and weights computation, for
each tweet in the dataset, we can get its vector expression,
and calculate its topic-related likelihood.
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Dj = (t, Wip, it Wop 513ty Wap 5)
Score(DJ) = (Wle WZD]' WnDj) . FVT
fvy
fv,
= (WlD,- Woo, Who, )
an
= Z:(WiDj x fVi)
i=1
®)

fv; corresponds to the contribution of t; made in

topic representing. A larger f\/i means t; is more likely

to be a topic keyword. According to the formula above,
when a tweet contains the feature items with high
frequency, it is very likely topic-related, and the score
will be high. When a tweet does not contain or only
contains the feature items with low frequency, its score
will be low, and it might be topic-unrelated.

So, if we choose suitable score threshold, we can cut
those topic-unrelated tweets with low score and reduce
the noise in clustering algorithm.

2) Topic Clustering Algorithm

Our topic detection algorithm is based on
incremental clustering. We use the remained topic-related
tweets as the input data set for our algorithm.

The topic detection algorithm proposed in this paper
is as follows:

Input: set of tweets D

Output: set of topic clusters C

steps:

(1) for each tweet

Dj = (t, Wip, ity Wyp, 5eveeenity s Wyp ) i
D

(2) if D; isalready clustered in C

3) go to step (1) and turn to the next tweet

@ set Viger = (Wip, s Wop, 100y Wi, )

(5)  foreach tweet D'; in D which is not already
clustered in C

(6) if distance(V D) <1

) put D'; into the same cluster with D,

center !

and set D", as already clustered

®) update(V e, )
9 setV

center @S the representation of D; ’s

cluster result
(10) Merge the cluster with the same V,

center *
(11) for each resulted cluster
(12) if the tweets number in the cluster is smaller
or bigger than the set threshold
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(13) mark the cluster as noise
(14) if SVger)=C, +C, +...4C, <=1

assume V., = (C;,C,,...,C,))

(15) mark the cluster as noise

(16) output cluster result

In the proposed algorithm, the first tweet input will
be an individual topic cluster. Then, for each new created
topic clusters, it will check all un-classified tweets to see
whether it can be classified into the new created topic
cluster. If the answer is yes, we classify this tweet and

update V., of the topic cluster at the same time. The

worst time complexity of this algorithm is O(n?). When

all the tweet topics are discrete, it reaches the worst
condition.

We can use the distance between a tweet vector and
the topic cluster’s center vector to determine whether the
tweet can be classified into the cluster. The distance

between Viener = (€1,C5,..1,C,) and
D = (w,,W,,...,w. ) is calculated as follows:

Z((Ci ow,)x fv,)*
diS(Vcenter' D) = i 2
D (cixw x 1))

Q)
In which C;and W; can only be 0 or 1 as described

in section 111.B.
C, ® W, is calculated as follows:

® 1, whenc; and w; are different
C,OwW =
'~ ' |0,whenc, and w, are the same

(®)
Here, (C; © W, ) equals to 1 when and only when

C, and W; have different values, while (C; xW,) equals

to 1 when and only when C; and W; are both 1.

Therefore, if two objects contain the same features, the
distance will be short; when two objects contain different
features, distance will be long. That is to say, the shorter
distance between two tweets means they belong to the

same cluster more likely. Moreover, fvi can strengthen

the impact of features with high frequency.
For example, given following data:

FV=(23 5 40 12 3)
Vcenter :(1 1 0 O 1)
D=1 00 01
D,=(0 1 1 0 1
(6)

We can get:

52
d is(vcenter’ Dl) =

#z0.2155
23°+3°+0.1
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) 232 4 402 e 2 IR B RER B sk TG R 817
dls(vcenter’ DZ) =2 a2 Aa Y %%%ﬁ%ﬁﬁﬁfﬁ%lﬂ 727
S ¥ +0l i B 1021
@ UKL ZA B A B 017
Obviously, the distance between D, and V., is PRAFRFFRH KD 741
larger than that between D, andV_,,,, - A/ NBR PR 2 675

Topic unrelated tweets (i.e. noise) 19220

Then, as mentioned in step 8, we need to update
Vieener = (C,',C,",...,C, ") according to the tweets that
are already clustered into the same cluster. The updating
method is as follow: set C;'=1 when more than half of

B. Evaluation

We use miss rate and false rate to evaluate our
algorithm according to the TDT evaluation method,
where the miss rate and false rate of topici (i= 1,2, ..., k)
are calculated as follows:

_ missed detected topic i related tweets number

the tweets in the cluster have the weight of t; equals to 1,

otherwise setC;'= 0. Thus V, is more representative

center i

of those clustered tweets in the topic cluster. total number of tweets related to topic i
After the first time topic clustering, all topic clusters false detected as topic i related tweets number

center

with the same value of V are combined. For each A - total number of tweets unrelated to topic i

topic cluster, we verify whether it is a noise set or not,

according to its V ., and the number of tweets it

contains. After Removing these noise sets, then we can
get the final clusters.

According to its V, and the feature space, for

center

every topic cluster, if the dimensions in V. have

center
value greater than 0, we can find the corresponded
feature terms in the feature space. These terms are
keywords and can be used to represent that topic.

For example, assuming that the feature space is

CRESE B 60T w575 XURAR) and the V., of a topic
cluster is V. =(1 110 1), we can find the

topic keywords of that cluster are “BEE, R, €W, M
G .

IV. EXPERIMENTS

A. Data Set

We choose six hot topics on the date of June 11™,
2012. These topics range from social problems, education,
science, technology to entertainment. Among these topics,
the topic of “w %R BIREHI SR TG and b &% Balif &F
JRAE” have duplicate keywords such as“f %" “Bf
27, while the topic of “TEEF]HLIZWA” and “XUHfih 4+
{85 N\ have duplicate keywords too, such as“ZEffE”.
“f I, “H”, etc. We use such topics to test our
proposed algorithm. Whether it can tell the difference
between these topics or not?

We collect tweets randomly through the website
scratching method and open APIs provided by sina weibo,
no matter the tweet is topic-related or not. Table 2 shows
the topics and number of tweets associated with each
topic.

TABLE II.

TOPICS AND CORRESPONDING TWEETS NUMBER

Topic Tweets number
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The average miss rate P, and average false rate

Pe, are:
Pyis = 2 Miss, /k
P, = Z FA /k (8)

The smaller P, and P-, shows the better
algorithm. Our goal is to keep both of them as small as
possible.

C. Experiments

In our test data set, tweets topics are various, such
as:

i AR B Pt 10 W0 LA B AR T, o — A% IR E 2 4y
By, ARARHEEY . BARBCE AR B . e i A1k
VORI EE W F, #AiRH, HRLE. A8 EENFIRY
i, WLMOA A RS T R SRIE?  http:/it.cn/zO0gaMpv

#N TS I R AU IR RE R A4 — 75 1, TRATIIE R R
B IEAEMRHL..

#iE BN AR A2 DY H#OURIE, SRR X 2 A E Ak L 5
P 258 e e M ~~

Wi A WWDC B R¥E R 45 10S 6 ikl | PESEADURAE X
2 ERMERARK—FE MR T ), G4 R — L. OS
X i BERS, LAKR—I i0S R4t. (HRIAKIEACE) R
WA Jbnti ) 6 7 11 H 5L http://t.cn/zWvXmK4

KW REMIE, —HEBRT R GOR ML, —E AT
FEEMM, FHWEBIZETIIBEN, IR B AR X BOAT,
F B L )L 2% e B AT R SRR 1 eee e Zk,
X4 T FYFWT . http:/it.en/z0s1rQv

CRA:  “H a2 00” PRXUM G Bh R RO K L Rk vE 22
1206091 http://t.cn/z0soF7A (435 [ @1LHE M)
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After data pretreatment, we can get the following
results of the examples above:

#Ix IV IR BV v #ix Bt W s 45 Iv Wiig e m Rid Kia
Wity , tw tid s& —Im Ailq %A BRI 2 43800t Iw ANd ik
IV i o Iw 3R AV BEATIV IR R EIV o Iw s
v 15d ESd S p AT Sk v 1RId EBa 1 Fin o, w
#hid fiev BEIN o Iw B v ToIv Il . w3 ilv BEid TEE a1
fu Zin BiRiv 1936, w glid v iy hiv B a [f/u Fin
Ifla T u ARIe B/u W50 Wty 2w

#IX HIv =% BN BRI FEIRIN ANBEIV 252 v #1x AUd v
—Im Hlav Fikivn , I FATIr B/u TGS R Zn B/ Ep T
Hir w .Iw

#ix Wklg 2=/ Inr d MRZ v DU It #1x Bl Wy 5w Z5/d A8
IV EIV A FKiIq 1 In Kla fH4FkEr U dw U iw ZE RN #84%vn I
la Wity ~Ix ~Ix

Wifehv = w3 Fn WWDC/x BR Mt B =it FT4Elv 10S/x 6/g v

ft—4EIm [flu K JEvn 5, wiRld v EaRIiv —25/mq Bila
fEfEM o lw OS/x Xix “Iw itliin Wiilg 7 tw BAERSN . Iw DL
lcc BN —Im &/ i0SIx &S o Iw (lw S0 RKUnr $iv iiiv
n)iw R/ Wi Kin Beiv = w dbntns B/ 6 /it 11 Bt Bkt
Hiv

X/ Pilm Riqt FHIv g iy, lw —EId BRIV F=Tip w2
sikinr B9/u JEMEM FHilm , w —Hid Rid Bv TV Biv 55
I, w N BBV ZETV B BRI, Iw ILER B Biv AN
N X Blg BN, tw BRIV A Z2)Lin mE I 5E B v
TN FETNV U W RN JFSEN B BET s w s w SR
Inr, IwIX/r 25 In Eid iFlaWiiv . Iw

© 2013 ACADEMY PUBLISHER

TABLE IlI.

VALUE OF BOOST(T,) TO T,’S POS TAG

POS tag boost(t;)
nr, ns, t 1.8
n 1.2
m, v, a, nt, nz 1

Based on df (t;) and boost(t;), we can get the

vector FV from EQ(1):
FV = (644.4 988.2 572 702 705.6 706.8 735.6

622 758.4 763.2 645 778.8 793.2 1222.2 683 695
837.6 1269 716 771 932.4 797 1461.6 1479.6 826
1251.6 1270.8 1075 1106 1393.2 1257 1906.8 1805)

Using the vector space model, the above tweets can
be expressed as:

000010000000000100000000000100001

000000010100000000010100001000001

001001000000000001000000000000000

100000000000000000001000010000000

000000001000010000000001000001001

000000000000100000000000000000110

000000000O0OOOOOOOOOOOOOOOOOOOOOOO

Liw AN = w “Iw B/d 32/ Z2Ein 7 Iw PRI SRR In Bk i
la YEIg Buv #oKivn JLEN HAFIV 7672 ins 120609/m ] v (/w
SN Hip

N AN FHN o IWe Wo Wo IWe Wo IWo IWe W. W,
w

According to feature selection method we choose 33
words as feature items to generate the feature space. They
are:

IfTa) PR P4 Bk B o JTRE ANRE SEME SEIR B INK
WUMIG DAL N B B 2/ aE RN % R [l AR 2
S0 R RER R R WL AIML 4 5 A m S

Then we calculate each tweet’s score to filter out
those noise data. Here we set the lowest score as 1500.

After this noise exclusion, the tweets numbers of
each topic are showed in Table IV. It shows that this
noise exclusion algorithm can filters out most of the noise
data, especially for those topic-unrelated tweets.

TABLE IV.

RESULT OF NOISE EXCLUSION

And we also record the times of occurrence df (t;)

of the feature items t; at the same time.

In our experiments, the relationship between the
feature termt;’s POS tag and boost (t;) is showed in
Table III.

©2013 ACADEMY PUBLISHER

topic number of number of
remained tweets filtered
[FEFEEISSS SN 808 9
PN

hiE 7 B RER SRR 722 5
e ) B T 708 313

MU IR A B K BN 913 4
SR BHITRE K 715 26
BN AR 493 182

other topics 973 18247
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TABLE V.

TEST RESULT OF CLASSES TO CLUSTERS AND CORRESPONDING KEYWORD

Assigned to cluster -->  JRF||  REEPEIH K| XURAG  AEKIER WA noise
[T 1 I N E S VN INE
BERIm% ek A PR
T IR B RESE SR G R 757 14 0 0 0 0 46
h i B BESE TR 58 636 0 0 0 33
BT w] AL SR 2 558 12 0 0 443
KU fiE 27 4 Bk RN 0 0 829 0 0 88
WRAERIT R F Rox 0 0 0 0 644 0 97
25 /NI R AR R 2 0 0 0 0 0 452 223
other topics 34 0 3 11 9 0 19163

At last, we use the remaining tweets as input for
topic clustering and classifying. For each topic clusters
that are not noise, we can get corresponding topic

keywords based on its center vector and the feature space.

Table V shows the final result.

D. Experimental Results

For evaluation, we calculate the corresponding miss
rate and false rate of each topic as follows:

TABLE VI.

MISs RATE AND FALSE RATE OF EACH CLASS

V. CONCLUSTION

In this paper we analysis the characteristic and
difficulty of microblog topic detection, and provide a
topic detection model for Chinese microblogs. We
describe the procedural of data pretreatment, feature
selection, weight computation, text representation of the
model, and noise tweet filtering. We also propose a new
topic detection algorithm based on hierarchical clustering,
using an improved method for the computing of distance
between different tweets. This proposed topic detection

i i method is easy to implement, and the following
topic miss rate false rate experiment shows that it is more efficient and more
(%) (%) effective than traditional method. Moreover, this method
—- v has low miss rate and false rate, which means it is robust
% IR S RERHRG 7.344 0.42 to noisy tweet influence.
ES
i Bl R AE R 12.52 0.068 ACKNOWLEDGMEN
B AL S 45.35 0.013 This paper is supported by the National Key Basic
X Research Program of China (2013CB329603), the
AU A 9.597 0.099 National Natural Science Foundation of China (61272441,
SRR KR H KRS 13.09 0.038 61171173) and the Opening Project of Key Lab of
b Information Network Security of Ministry of Public
s R 33.04 0 . . . -
%/J\%ﬁk% e Security (The Third Research Institute of Ministry of
other topics 0.297 18.99 Public Security), whose number is C12609.

And the average miss rate and false rate of the
method are:

Puis = D Miss; /k =15.15% ,
Pes =D FA Ik =2.45%
©)

The result of our algorithm is quite satisfactory,
because both miss rate and false rate are low enough.

The experiment result shows that our method can
filter out most noise and resist against these noisy tweets,
our clustering algorithm can identify the topics from
large amount of tweets accurately and classify tweets to
their corresponding topic clusters correctly.
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