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Abstract—Negotiation is one of the key issues in Multi-agent 
system. In terms of task characteristics, on the foundation 
of the multi-agent negotiation model based on the 
acquaintance model, a task oriented extended contract-net 
negotiation model is proposed after analyzing the advantage 
and disadvantage of the classical contract-net negotiation 
model. Based on the model’s architecture definition, a 
formalized coalition definition based on task and 
acquaintance model and coalition formation algorithm is 
given, and then an extended contract-net negotiation model 
based on task coalition is constructed. A combination of GA 
and simulated annealing algorithm is used to optimize the 
allocation speed and quality of task coalition in the agent 
coalition. Experiment shows that the presented model can 
effectively reduce the negotiation cost and improve the 
efficiency of task allocation on the basis of ensuring the 
negotiation quality.  

 
Index Terms—multi-agent negotiation, task model, coalition, 
genetic algorithm, simulated annealing 
 

I INTRODUCTION 

R. Davis and R.G. Smith proposed a classical 
multi-agent negotiation model in 1980[1]. It mainly 
focused on how to allocate the system tasks in order to 
solve the conflict of resource and knowledge. There are 
some disadvantages in the classical contract-net 
negotiation model, mainly exists that system load will 
rise rapidly with the issue’s scale, negotiation quality and 
change of the task environment can’t be guaranteed and 
adapted, etc. So it has been widely extended in actual 
applications, such as Sandholm introduced the concepts 
of hiberarchy and boundary cost computation[2][3]; 
Fischer introduced the mechanism of temporal 
trust/refuse and simulation trade in contract-net to 
optimize task allocation[4]; Collins introduced arbitration 
mechanism in negotiation process to prevent cheat in 
bidding[5], etc. In addition, Bouzouia tried to use learning 
mechanism to optimize task allocation in contract-net[6].  

Coalition mechanism is one of the key research issues 
in MAS negotiation, and it can be used to solve complex 

problems and reduce negotiation cost. The combination 
of contract-net and coalition mechanism helps to improve 
the huge negotiation cost when contract-net processes 
large scale negotiation tasks. There are many researches 
about Agent coalition, and researchers analyze the 
strategies of coalition generation and maintenance in 
different views. Hu shangli and Rahwan presented the 
optimized coalition structure generation algorithm[7,8], 
and Zhang Xinliang and Shi Cunyi presented the 
coalition structure dynamic generation algorithm[9], 
which used coalition structure pruning to limit coalition 
search space efficiently based on the income 
independence of coalition cooperation. Michalak[10] 
presented a coalition algorithm based on filter rules to 
reduces the intractability of the coalition structure 
generation problem. Aimed at different application areas, 
there appears some optimized models, such as Xiaowei 
focused on the utility based optimal task scheduling 
problem in order to make the task scheduling be more 
close to actual process[11]; Jiang Jianguo, Zhang Guofu 
and Xia Na solved optimized generation problem of 
multi-task coalition from ant colony algorithm and 
particle swarm algorithm[12,13] and Walaa H proposed a 
fuzzy-based decision maker negotiation model for 
coalition formation within a fully decentralized 
multi-agent system[14]. Mukun presented the 
decision-making process in agent negotiation, proposed 
three conception models to support both goal-directed 
reasoning and reactive response[15]. Bailing proposed a 
new coalition formation mechanism based on adjust 
policies based on trust evaluations to enhance the 
negotiation efficiency[16]. These researches focus on the 
search strategy of possible coalitions, seek for optimized 
coalition structure by various approximate algorithms, 
and consider the generation strategy of coalition little. 
Combined the coalition negotiation architecture, using 
the characteristic of coalition architecture to optimize 
coalition generation is researched little too. 

The extended contract-net negotiation model based on 
acquaintance coalition reduces negotiation cost[17], but 
when task attributes change greatly, coalition structure 
hardly keeps stable. Aimed at this disadvantage and task 
character, this paper formed Agent coalition based on 
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tasks associated with acquaintance model. The 
formalized coalition definition is given first and coalition 
generation and maintenance method is designed 
associated with the acquaintance model. On this 
foundation, the extended contract-net negotiation model 
based on task coalition is constructed. Inside the coalition, 
a combination of GA and simulate annealing algorithm is 
used to optimize task allocation, which improves the 
efficiency of task allocation and reduces communication 
cost[18]. At last, by testing an example of a missile 
defense system, compared with the traditional contract 
net algorithm and the contract net model based on 

acquaintance coalition, it is proved the negotiation 
model’s validation. 

II. ARCHITECTURE OF THE NEGOTIATION MODEL 

In terms of the distributed application field of the 
project background and the requirement of the extended 
contract-net protocol, an architecture of the extended 
contract-net MAS negotiation model based on task 
coalition and genetic algorithm is designed as shown in 
figure 1. 

 
Fig.1 Architecture of negotiation model based on task coalition and GA 

According to the requirement of the tasks based on the 
negotiation of the coalition definition, task coalition 
becomes the basic task request/assign element in the 
architecture. In terms of every agent’s status in the 
architecture, agents in the model are categorized as 
follows. Management Agent (MA) is responsible for 
interacting with users, receiving tasks from users, 
decomposing and scheduling them, and returning the 
results of the tasks to users. Command Agent (CA) is 
responsible for the organization and management of the 
members in the agent coalition, the request of the tasks of 
the coalition and the task allocation in the coalition, i.e. 
as a leader and a communicator of the coalition. 
Application Agent (AA) is responsible for detailed tasks, 
and implements the tasks under the management and 
cooperation of CA. The structures of TA and CA are 
specified in details hereinafter (The structure of AA is 
relatively simple, and has not the tight relation to this 
negotiation model, so it is not introduced in details later.) 

A Management Agent 
Management Agent locates in the central position in 

this negotiation model, and is the logical manager of the 

model. Figure 2 shows the structure of MA. 

Fig.2 Structure of management agent 
The main function of MA is to receive tasks from 

users and cooperate to deal. 
Communication interface is responsible for the 

message communication between agent and agent 
coalition. The interface defines FIPA-ACL message 
syntax, which is used to express negotiation information 
and task specification, including message storage, 
decomposition, send and receive, makes agents to 
communicate seamlessly. 
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Information module mainly consists of two parts, basic 
information module and other information module. Basic 
information module mainly includes various information 
of MA, and other information module mainly includes 
the address and status of CA. 

Task decomposition module is responsible to 
decompose tasks input from outside. Its structure 
includes task decomposition knowledge database, task 
decomposition inference engine and task set. Knowledge 
database provides domain knowledge needed by 
decomposition inference for inference engine. The task 
decomposition rule table of domain knowledge is the 
kernel of the knowledge database. Adopting E-WFL 
inference engine system developed by our group, and 
changing the rule table and fact table in terms of domain 
knowledge, the problem of task decomposition has been 
solved well. 

In terms of the capability of every task coalition in 
MAS, Negotiation module dispatches tasks in the task 
queue to various task coalitions adopting the task 
allocation algorithm based on generic algorithm 
presented hereinafter. 

B Command Agent 
Command agent is the most important part in the 

whole model as the coalition commander. The structure 
of CA is shown in figure 3. 

The main functions of Command agent consist of 
reply task bulletin of MA, send task bulletin to AA 
according to the tasks received to form coalition, 
decompose tasks in charge, dispatch tasks charged by the 
coalition using MAS task allocation algorithm based on 
generic algorithm, evaluate the results returned from AA 
and return the results to MA. 

 
Fig.3 Structure of command agent 

Task decomposition module decomposes tasks charged 
by CA into smaller granularity sub-tasks and stores them 
in the task queue, and dispatches sub-tasks to AA in the 
coalition using MAS task allocation algorithm based on 
generic algorithm. The knowledge database used to 
decompose task is different to that of MA. 

Information module mainly consists of two parts, i.e. 
basic information module and coalition member 
information module. Basic information module consists 
of the basic information, such as CA’s address, type, and 
coalition capability specification, etc. Coalition member 
information module includes the information of all AA’s 
type, status, and capability in the coalition. 

State set stores CA’s dynamic information and the 
intermediate result from sub-task. 

Negotiation module is responsible for generating the 
coalition and dispatching sub-tasks in the coalition. 
Coalition generation module sends task bulletins to all 
AAs, receives task request from AA in the limited time, 
evaluates the request and determines the partner of the 
coalition, and sends the notice accepted the request to the 
partners. Task allocation module is responsible for 
sending task bulletins to AA in the coalition, receiving 
the replies from AA and the sub-task set completed, 
coding the AA which requests tasks and the sub-task set 
the AA can implement, adopts generic algorithm to code 
in terms of the task requirement, acquires the scheme 

with the lowest cost to implement the task and sends the 
task to AA according to the scheme. 

III TASK COALITION DEFINITION AND GENERATION 

On the basis of acquaintance coalition, coalition 
mechanism based on tasks dynamically adjusts the 
coalition structure to bid in terms of every task attribute, 
which makes coalition generation more pertinent to 
improve problem solving efficiency, and reduces 
coalition generation cost effectively to improve system 
reaction speed. 

Agents in the system are classified to three types: 
management agent (MA), command agent (CA) and 
execute agent (EA). 

A. Coalition Definition 

1. Capability and Load of Agents 
All agents in the system compose a set 

},,,{ 21 naaaA = , every ia  in the set has its capability 
vector ),,,( 21

iii
i

a
r

aa
a bbbB = , and the cost vector 

)coscoscos 21
iii

i

a
r

aa
a t,,t,t(COST = agent needs to expend 

corresponding to capability set. ia
jb denotes the 

quantitative capability when ia  can accomplish some 
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specified function, and ia
jtcos denotes the cost 

ia expend when accomplish ia
jb . 

]1,0[∈aLoad  denotes Agent a ’s load, the value is 
greater, the agent’s load is higher, which indicates the 
agent isn’t suitable to accept more tasks. 
2. Coalition and its Capability 

Coalition is an agent set },,,{ 21 maaaC = which can 
cooperate to accomplish a task. The commander of the 
coalition is the manager responsible for the unification 
action of the whole coalition, and controls the correlative 
information, such as the member agent’s capability in the 
whole coalition, etc. 

The capability of a coalition C is denoted by a vector 
)( 21

c
r

cc
C ,b,,bbB = . The capability of coalition C is the sum 

of every agent’s capability in the coalition, ∑
=

=
m

i
ac i

BB
1

. 

3. Task and its capability requirement 
There are independent tasks { }mtttT ,,, 21= in the 

system, the priority of task t is denoted by set 
tPRI , the 

priorities of all tasks in the coalition compose set 
{ }

mtttT iprpripriPRI ,,,
21

= . The capability needed to 

solve task t  is denoted by ),,,( 21
t
r

tt
t bbbB = , and the 

essential condition of coalition C can take charge of task 
t is },,2,1{],[][ riiBiB Ct ∈≤ . 

4. the Acquaintance Degree of Coalition C to Agent 
The degree of acquaintance denotes the acquaintance 

degree of the coalition to some agent ia , and adjusts the 
members in the coalition by this mechanism. There are 
two adjustment rules. 

①degree of acquaintance increase: if ia accomplish 
the task, then ),1min( δ+=

ii aa RR , ),(δ 10∈ calls the 
cooperate factor. 

②degree of acquaintance decrease, there are two 
situations: 

 If ia not accomplish the task, 
then max(0, )

i ia aR R δ= − , (0,1)δ ∈ calls the punish factor. 
 If ia not take part in the task, 

then max(0, )
i ia aR R λ= − , (0,1)λ∈ calls the forget factor. 

The manager of the coalition maintains the current 
coalition C  and the candidate acquaintance set SetAQ _ . 
The candidate acquaintance set stores the agent which 
attended the coalition, but the current degree of 
acquaintance is low and hasn’t existed in the coalition. 
The agent in SetAQ _ is free and can join in the other 
coalitions. 

According to the degree of acquaintance, coalition 
adjustment rules are defined as follows: 

 rule to remove a member: If 
ia ThreshR R< , then 

remove ia from coalition, 
ThreshR is the remove threshold. 

If aqa RR
i
≥ , then put ia into the SetAQ _ . 

 rule to add a member: If ia matches the 

requirement, then add ia to the coalition, 
ia initR R= , 

initR is the initial degree of acquaintance. 

5. the Degree of Trust 
The degree of Agent ia trusts the other Agent ja can 

accomplish the task calls the degree of trust, denoted by 
)(aTr , ]1,0[)( ∈aTr . 0)( =aTr  denotes ia thinks 

ja can’t accomplish the task. 

When bidding object set is large, trust threshold lT is 
adopted to control bidding range to improve the 
efficiency of task consign and to reduce the system cost. 
The degree of trust is one of the important evaluations 
when consign tasks. The degree of trust to some 
Agent/Coalition is higher, the possibility to consign task 
to it is bigger 

When Agent a succeeds to accomplish task t, manager 
increases )(aTr  by Tδ , ]1,0[∈Tδ , denotes: 

if HVtaevl ≥),( , then [ ]TaTraTr δ+= )(,1min)( , HV is 
the evaluate threshold of task accomplishment. 

When Agent a fails to accomplish task t, manager 
decreases )(aTr , denotes: 

if HVtaevl ≤),( , then [ ]TaTraTr δ−= )(,0max)( . 
6. the Computation of Coalition Bidding Value 

Coalition needs to compute its bidding value before 
bidding. The bidding value is computed on the base of 
analysis to the concrete task, so coalition needs to 
simulate to decompose and assign to evaluate the bidding 
value before bidding for some task. The process of the 
bidding value computation is complex and increases the 
computation cost when bidding, but the computation 
process can be stored and used when task in actual 
execution if hitting. 

Assuming the current coalition bidding task is T, 
coalition decomposes the task into 

1 2{ , , , }nT t t t= before it gives the bidding value. 
Assuming the sub tasks solved by the coalition itself 

is },,,{ 21 iliiin tttT = , the corresponding cost is 
},,,{ 21 iliiin cccC = , the sum of the cost to solve these 

sub tasks is ∑
∈

=
Cout

osn cC
cos

. 

Assume the sub tasks solved with the help of other 
coalitions is },,,{ 21 omooout tttT = , the corresponding 
cost is },,,{ 21 omooout cccC = , the sum of the cost to 
solve these sub tasks is ∑

∈

=
Cout

osn cC
cos

. 

Because the coalition bidding task is outin TTT += , 
and the bidding value of the task T is outinC CCTV +=)(  
given by the coalition, it integrates the coalition’s 
capability and the actual situation in the current market, 
and makes the bidding result accord to the rule of human 
activities. 
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B. Generation and Maintenance of Task Coalition 
Initial task coalition is generated in terms of the tasks 

arrived at the first time, during the later procedure, the 
coalition adjusts continuously according to the degree of 
acquaintance to agent, and comes to stable gradually. 
Every time organize coalition in terms of tasks, the 
coalition manager not only considers candidate 
acquaintance set, but also considers other agents in the 
system, and introduces new agent to the coalition to 
prevent coalition obsolescence. 

The method to generate initial task coalition is 
described as follows: 

 Step1: Task manager receives task T , 
broadcasts the task to all CA in the system, 
and gives the bidding time limit TTime , 
waits for CA bidding; 

 Step2: CA computes its coalition capability cB , 
and compares with TB : 

 If Tc BB ≥ , then computes coalition 
bidding value )(TVC , and bidding to the 
manager, goto step3; 

 If Tc BB < , then sends invitation to all 
Agent SetAQa _∈ , at the same time 
sends invitation to m Agent 

SetAQCa _∪∉  randomly, sets reply 
time 

replyTime ; 

 In replyTime , CA receives each ia ’s 

reply, if SetAQai _∉ , set inita RR
i
= , 

adjust ia ’s capability value as 

iii aaa BRB ×=' , record ia ’s load 

iaLoad , form candidate Agent set 

},,{ 21 aaQ = ; 
 CA follows member select strategy, 

choose appropriate Agent from Q  to 
join the coalition, goto step2; 

 Step3: The end. 
 
According to different application areas, this paper 

defines two kinds of member join strategies: 
 the largest capability strategy: if 

threshaT CountTiBiBCount _])[][( ≥≤ , then Agent a  
decides to join, threshCountT _ is a positive integer; 

 average capability strategy: if 

∑∑
==

>
r

i
T

r

i
a iBiB

11

][*][ η , then Agent a  decides to 

join. 
Coalition member select strategy is similar to coalition 

join strategy, coalition manager chooses appropriate 
agent to join the coalition in terms of the capability 
which the coalition lacked of. 

 

C. Hitting Decision Function 
The traditional hitting decision function F adopts 

different strategies in terms of different application areas, 
weighted average method, maximum/minimum method 
and maximum density method (dichotomy method) are 
some typical methods. 

In traditional decision function, the degree of trust 
between agents is not taken into account. Considered the 
Agent’s degree of trust defined previously, manager 
modifies the bidding value of Agent ia to task jT is: 

( ) ( ) ( ) ( )jiijiji TaVaTrTaVTaV ,**,)1(,' λλ +−=    (1) 

]1,0[∈λ  denotes the weight of the bidding agent’s 
degree of trust in the procedure of bidding decision, and 
hitting agent is filtered according to the modified bidding 
value. In terms of different application areas, it is 
commonly taken ]2.0,0[∈λ . 

 

D. Self-Adaptive GA-Based MAS Sub-task Allocation 
Algorithm 

Task allocation in the coalition is an important 
problem in the negotiation model. It aims to minimizing 
the cost of allocation. A GA-Based task allocation 
algorithm is presented to solve the task allocation 
problem in coalition. This algorithm can solve the task 
optimized allocation problem better than traditional 
algorithms. 

Task allocation is a typical set coverage problem, and a 
non-optimized GA not only has a slow convergence 
speed, but also prones to produce a premature 
convergence when applied in task allocation. These 
features have a bad influence on the efficiency and effect 
of task allocation. Therefore, we use the optimal initial 
colony selection, optimal parent crossover, Metropolis 
rule and multi-point crossover/ mutation to optimize the 
GA according to the application feature. 

Set sub-task set is },,,{ 21 ntttT = , coalition is 
},,,{ 121 += laaaC . 

（1） Pre-process 
Scan all sub-tasks, if Agent ka  is the only agent to 

accomplish sub-task it , then allocate it to ka , and 

delete it from T ; if Tti ∈∃ , 
it

Ba ≥∈¬∃ aBC, , then 

it needs outer cooperation (see negotiation model step10 

later in the paper), Do not consider it when coding, 

record the simplified task set is 'T . 
At the same way, scan all Agents, remove the Agent 

which can’t execute any task, i.e. 
},,|{'

ati BBTtCaaA
i
≤∈¬∃∈= , record the 

simplified Agent set is ACC \' = . 
 
（2） Coding Method 
CA generates a stochastic binary coded allocation 

string according to all aT , called M: 
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l
n

ll
nn ppppppppp ,,,,,,,,,,,, 21
22

2
2
1

11
2

1
1

, 

1|| −= Cl (except CA). M is coded by binary coding, 

denoted by 0 or 1 (If Agent ka  can’t execute it , set 
i
kp  as 0, else set i

kp as 0 or 1 by stochastic. One task 
can only be allocated to one agent and every achievable 
sub-task must be allocated when stochastic allocated.) M 
is coded to the binary string with the length of nl × . 

 
（3） Crossover Operator 
Because each task can only be allocated to one Agent, 

crossover is bounded by every task allocation string, and 
isn’t allowed crossover arbitrarily, i.e. the string is 
divided into 

nttt AAA |||
21

, and l
iiit pppA

i

21= , 
crossover can only select the poison of “|”. 

Choose two pairs of members from the previous 
generation stochastically, preserve the member with 
larger fitness in each pair, and generate a stochastic 
number with uniform distribution between [0, 1]. If S < 
Crossprobability, then they multi-point crossover 
uniformly to generate two new members, and use 
Metropolis rule to the new members and the preserved 
previous generation member in order to determine 
whether to put the new member to the next generation. If 
S > Crossprobability, then the two previous generation 
members don’t crossover, and put them to the next 
generation directly. 

 
（4） Mutation Operator 
Mutation operation adopts multi-point mutation. When 
k
ip  is mutated, if k

ip changes 01→ , it means ka  is 

deprived the right of execution to it , because all tasks 
should be allocated, it is needed to seek 

},,|{
itak BBaaCaaA ≥≠∈= , choose oa from 

A  stochastically, set 1=o
ip . 

 
（5） Fitness Function 

∑= m
TCostaf )( (∑ m

TCost is the total cost defined by 
string m  at allocation). 

 
（6） The Termination Condition of the Algorithm 
The algorithm termination condition is judged by the 

conjunction of the following two ways: 
1) reach specified iterative times K; 
2) the degree of fitness matches the following 

condition: 

∑
=

∈∈×≤∈∃
n

kia aaTtCostmfMm
k

1i

|{,|min{)(, λ

          (2) 
(0,1]λ ∈  is a constant defined according to the 

application. The formula means the task allocation 
solution acceptable as long as the execution cost the 
solution defined by string m  is lower than a proportion 
of the lowest possible execution cost. 

After the algorithm ends, it is needed to evaluate the 

members with the highest degree of fitness to choose the 
final allocation solution in terms of load. This paper 
chooses the member with the largest 

m
CLoad

mf )(  as the final 

allocation solution, m
CLoad  is the sum of the total loads 

of all Agents in the allocation solution defined by string 
m . 

The optimized GA algorithm is described as below:  
 The task manager CA in the coalition 

decomposes the received task T to 
{ }ntttT ,,, 21= , distributes task invitation to all 

AA in the coalition, and sets the reply limit 
T
replyTime . 

 The execution Agent a in the coalition C detects 
the task invitation, then sends task sub-set 

},,,{ 21
a
m

aa
a tttT = it can accomplish to CA, i.e. 

r}，，2，{1, ∈≤ iBB Lt a
i

, and the 

corresponding cost vector aCost . 

 Pre-process before coding; 
 CA codes in terms of the left task sub-set 'T and 

Agent sub-set 'C , and generates )(initColony , 
ninitColony =|)(| . 

 Set the selecting threshold k , choose 
k members with the highest degree of fitness 
from )(initColony , choose kl − members 
from the left elements stochastically, compose 
the initial colony )0(Colony . 

 Set the iterative number 0=j ; 

 while  the appropriate allocation solution not 
found 

 1+= jj , 0=n ; 

 Put the member with the largest degree of 
fitness in )1( −jColony  to )( jColony  

 1+= nn ; 
 while  ln <  

 Choose two pairs of members from 
)( jColony  stochastically, choose the 

members ba, with the higher degree of 
fitness in each pair; 

 Generate the uniform distribution 
stochastic number S  between ]1,0[ ; 

 if  bilityCrossprobaS <  

 The members ba,  multi-point 
crossover to generate members dc, , 
use the following Metropolis rule on 

ca,  and db, (assume x  denotes 
the parent, y denotes the 
successor) : 
(1) If )()( xfyf > , put y  to 

}}
it aB B≤
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)( jColony ; 

(2) If )()( xfyf ≤ , generate a 
uniform distribution stochastic 
number ξ  between ]1,0[ , if 

⎥
⎦

⎤
⎢
⎣

⎡ −
<

eTemperatur
xfyf )()(expξ , then take y , 

else put x  to )( jColony ; 

else  put ba, to )( jColony ; 

 2+= nn ; 
 Apply multi-point mutation operator on 

every member in )( jColony , use the same 
Metropolis rule on the mutated members; 

 Recalculate eTemperatur  according to the 
temperature decent policy, begin the next 
iteration; 

 Choose the final allocation solution according to 
the load, return the task allocation solution, the 
algorithm ends. 

 
Here we adopt a uniform temperature decent policy, 

i.e. kk tt *1 λ=+ , )1，0.5(∈λ , select a constant close to 1 
in general. 

IV EXTENDED CONTRACT-NET NEGOTIATION MODEL 
BASED ON TASK COALITION 

The traditional contract-net model is reconstructed by 
using the task coalition mechanism and GA-based task 
allocation algorithm. Coalition is the basic bid unit. The 
negotiation process is shown as below: 

(1) MA receive task TG and stores it in task queue. 
(2) When TG is the head of queue, TA check out TG 

and decompose it into separable sub-tasks: 
TG= },,,{ 21 nTTT . Set TA as the system’s 
manager. 

(3) If TG is the first task of the system, execute the 
initial coalition generation according to 3.2. Goto 
13; 

(4) The manager queries the agent coalition in the 
blackboard, for each ),2,1( njTj = , send bid 
invitation message to the active CAs according 
coalition state and capability information in the 
blackboard, set the reply time outtimeT − . 

(5) According their capability, coalitions that 
received decides bidding or not. If agent believe 
that it can execute jT , then calculate the biding 
value ij bTiV =),( , send the biding value to 
manager. Otherwise, send invite to the free AAs 
in the system. If the new coalition can fulfill jT ’s 
require, send bid information to manager, else tell 
the manager that it can’t finish the task. 

(6) If the manager receive no tender of jT  in 
outtimeT − , goto 12, else select a CA as the winner 

according to award function F , bid value 

),(' ji TaV  and send award to it.  
(7) The winner sends confirmation to manager if it 

plans to execute the task. If the manager doesn’t 
receive the confirmation in outtimeT − , goto 11. 

(8) The manager send jT  to the winner, monitor the 
executing state; 

(9) CA invokes the task decomposition module, 
decomposes jT  to },,,{ 21 jmjjj tttT = , then 
invokes the task allocation algorithm to allocate 
the sub-tasks in coalition. When all AAs return 
result, report the task result to manager. 
According to the task executing state, regulates 
the belief value of AA, adjusts the coalition’s 
members; 

(10) If the coalition didn’t finish all the sub-tasks, the 
left tasks is called 'jT , let 'jj TT = , CA becomes 
the new manager, goto 11, else goto 13; 

(11) The current negotiation round is finished. 
(12) The manager decides whether to begin a new bid 

round. If yes goto 4; 
(13) Negotiation process ends. 

V EXPERIMENTS AND ANALYSES 

Automatic missile defense system is a typical MAS. It 
consists of a command center, radar system, several 
campaign armies. Every campaign army consists of 
several battle units. Each battle unit consists of several 
aerial defense missiles. A prototype of the system is 
designed to test the performance of our negotiation 
model. 

In the system, MA corresponds to the command center. 
CA corresponds to a campaign army. AA corresponds to 
a battle unit. The system includes one MA, six CA and 
thirty AA. The AA’s capability consists of attack type, 
attack range, attack precision, can be described as a five 
dimension vector 

n)e,precisiotude, rangtude,longi(type,lati , such as 
)8.0,100,85,100,(air , which means attack the target 

with the center of longitude 100, latitude 85, range 100 
kilometers, and the precision is 200. 

Three models are involved: traditional contract net 
model (CNM), acquaintance coalition-based contract net 
model (ACM) and task coalition-based contract net 
model (TCM). 
 
Experiment 1: Stable Task Attribute, i.e. invariant 
invader category 

Through the change of task amount, the negotiation 
average cost and final task solving cost of CNM, ACM 
and TCM are analyzed. The curves of average optimizing 
time of the three models are gained by the average value 
of 10 tests. 
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Figure 4. Comparison of negotiation cost 

From figure 4, when task attributes change little, task 
coalition-based and acquaintance coalition-based 
negotiation costs are close, they both outperform the 
traditional contract net model, and the negotiation cost of 
TCM is slightly lower than that of ACM because of the 
existence of the acquaintance list. 
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Figure 5. Comparison of task solving cost 

From figure 5, the task solving costs of the three 
models are nearly equal, i.e. the advantage of the model 
mainly exhibits on the negotiation cost, and the task 
solving cost doesn’t change obviously. 
 
Experiment 2: Changeable Task Attribute, i.e. dynamic 
invader category 

Similar to the above experiment, change the task 
attributes at every sampling in 10 tests. 

Figure 6 shows the comparison of negotiation cost of 
the three algorithms in this condition: 
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Figure6. Comparison of negotiation cost 

From figure 6, when task attributes change frequently, 
the difference between the negotiation cost of ACM and 
CNM is not obvious, this is because the change of task 
attributes leads the descend of the coalition stability, and 
the negotiation cost of solving increases correspondingly. 
Acquaintance coalition has memory effect, so it has the 
advantage to the new tasks similar to the tasks it solved 
before. TCM has bigger advantage compared with ACM 
and CNM, though it shows ascend trend. 

Figure 7 shows the comparison of task solving cost of 
the three algorithms: 

0

50

100

150

200

250

300

350

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

CNP ACM TCM

Target Number

C
o
s
t

 
Figure 7. Comparison of task solving cost 

From figure 7, the task solving cost of ACM exceeds 
CNM sometimes. This is because when coalition is 
unstable, the negotiation result can’t be returned at the 
given time, which leads to the coalition acquiring the task 
is not the optimization result. The negotiation cost of 
TCM is nearly equal to that of CNM, which shows TCM 
can’t solve the solving optimization problem effectively, 
and needs to introduce other methods. 
 
Experiment 3: Comparison of Task Allocation 
Performance 

The performance of ACM and TCM is compared from 
the numbers of seeking optimization solution and the 
numbers of plunging local optimization solution. 100 
tests are carried on, and the number of tasks is generated 
stochastically in every test, as shown in table 1: 

TABLE 1.   

PERFORMANCE OF THE ALGORITHMS 

ACM TCM 
numbers of seeking 

optimization solution 70 81 

numbers of plunging local 
optimization solution 30 19 

From table 1, the task allocation algorithm of TCM is 
improved largely in searching capability than ACM. It 
improves the stability, avoids the premature convergence 
better, overcomes plunging local optimization better at 
task allocation, and has a higher probability to find the 
global optimization solution. 

VI CONCLUSION 

This paper presented a MAS negotiation model based 
on task coalition and combination algorithm of GA and 
simulate annealing, and defined task coalition and its 
generation, and maintenance strategy. A combination of 
GA and simulate annealing algorithm is proposed to 
optimize task allocation, which improves the efficiency 
of task allocation and reduces communication cost of 
sub-task allocation in the coalition. By a missile defense 
system, test and analyze the effect of the negotiation 
model. It is proved that the model can effectively reduce 
the negotiation cost and improve the efficiency of task 
allocation with the optimized genetic algorithm. 

The model has some aspects needed to improve, they 
are: 1) The first formation of task coalition allocates 
tasks stochastically first, which leads the coalition 
organization relies on the first task execution greatly, and 
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not favor the coalition stable in some situations and 
increase the extra cost; 2) When task characters change 
greatly, the stability of coalition needs to be studied 
further; 3) The execution of Agent join strategy may lead 
the distribution of system resources asymmetric, and 
need to add the factor of resources distribution in join 
strategy. 
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