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Abstract—Without pre-existing infrastructure, a Mobile Ad 
Hoc Network (MANET) can be easily deployed in a hostile 
environment such as a military operation area or an area 
undergoing disaster recovery. With limited bandwidth, the 
data caching technique may be useful to enhance the 
performance of a MANET. The cooperative caching scheme 
is shown to be suitable for MANETs. With cooperative 
caching schemes, each node shares its cached data items 
with other nodes in the network to improve the data 
availability of the network. Unfortunately, the existing 
cooperative caching schemes did not consider the energy 
consumption of a mobile node. A mobile node with limited 
residual energy may exhaust its power very quickly. As a 
result, the data availability of the network will be degraded. 
In this paper, we propose an energy conserving cooperative 
caching scheme which allows a mobile node with more 
residual energy to cache more data items for other nodes 
than a mobile node with less residual energy. Simulation 
results show that the proposed scheme enhance the data 
availability by reducing the response time of a query and 
extending the lifetime of the network. 
 
Index Terms—MANET, cooperative caching, energy 
conservation, data caching 
 

I. INTRODUCTION 
A mobile ad hoc network (MANET) is a self-

configuring infrastructureless network of mobile devices 
connected by wireless communication medium. The 
infrastructureless characteristic makes it easy to deploy a 
MANET in a hostile environment such as a battle field or 
an area undergoing disaster recovery [1]. Many research 
issues on MANETs have been addressed by researchers 
[2-5]. One important issue that receives a lot of attention 
from the researcher community is data caching [5-11]. 
With data caching, a mobile node stores its previously 
retrieved data items from the data source in its cache to 
answer the subsequent queries. In a MANET, the data 
communication between any two mobile nodes is of 
multi-hop nature. That is, the data transmission between 
any two mobile nodes is done by mean of hop by hop 
forwarding of the nodes in between the two mobile nodes. 
It is obvious that the response time, measured by the 
number of hop in answering a query, is reduced if a 

mobile node answers a query using the data items from 
its local cache or from the caches of its neighboring 
mobile nodes. Data caching technique can be categorized 
as local caching and cooperative caching. In local caching, 
each mobile node caches it’s the data items that is only 
used for answering its own queries while in cooperative 
caching each mobile node not only caches data items for 
its own queries but also caches data items for its 
neighboring mobile nodes [8,9]. Notice that since the 
cache space of a mobile node is limited, to cache all the 
required data items of a mobile node in its local cache is 
impossible. Fortunately, the cooperative caching 
technique is well-suited for tackling this problem. In 
cooperative caching, a mobile node first checks its local 
cache then checks its neighboring mobile nodes for the 
required data items to answer a query. In this way, the 
cache space of all the neighboring mobile nodes can be 
treated as the cache space of the mobile node so as to 
extend the size of the cache of the mobile node.  

The power of a mobile node is limited because it is 
powered by a battery. Therefore, the energy conservation 
issue becomes an important research problem in 
MANETs [12-15]. The cooperative caching also benefits 
the energy conservation of a mobile node. In MANETs, 
data items are usually located at a data server and the 
mobile nodes request data items from the data server. In 
answering a query, the multi-hop nature of 
communication in MANETs forces the mobile nodes in 
between the requesting mobile node and the data server to 
consume energy for relaying the request and the data 
items. With the cooperative caching, a requesting mobile 
node may find its required data items from the caches of 
its nearby mobile nodes so as to reduce the hop count 
from the requesting node to the hosting mobile node of 
the required data items. This, in turn, reduces energy 
consumption.  

Much work [5-15] has been done on cooperative 
caching in MANETs in the recent years. However, only a 
few researches take the energy consumption of the 
mobile nodes into consideration [12-15]. If a mobile node 
caches many data items that are of high interest for its 
neighboring mobile nodes, it will consume its energy 
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very quickly due to the sharing of the cached data items. 
Very soon, the mobile node will consume all of its energy 
so as to degrade the performance of the MANET. In this 
paper, we define the lifetime of a MANET to be the 
period of time between the starting of the MANET to the 
time when the first mobile node consumes all of its 
energy. To extend the lifetime of a MANET, we propose 
to consume the energy of all mobile nodes uniformly 
when deciding which mobile node to cache a data item.  
In the proposed policy, a node with more residual energy 
caches more data items for its neighbors than a mobile 
node with less residual energy. The experiments show 
that the proposed policy not only reduces the response 
time but also extends the lifetime of the MANET.  

The rest of this paper is organized as follows. In 
Section 2, we review the related works of this paper. In 
Section 3, we present the energy conserving cooperative 
caching policy. The performance analysis of the proposed 
policy is given in Section 4 and finally Section 5 
concludes this paper. 

II. RELATED WORK 
Many methods have been proposed for cooperative 

caching in MANETs in the recent years [5-11]. For 
example, in [7] Hara and Madria [7] proposed the static 
access frequency data replication method (SAF) and the 
dynamic access frequency and neighborhood data 
replication method (DAFN) to enhance the data 
accessibility of a MANET. With SAF, a mobile node 
caches its top-n highly accessed data items in its cache. 
Note that in SAF the data caching is independent in the 
sense that a mobile node does not consider the data 
requirements of the other mobile nodes. The drawback of 
SAF is that two neighboring nodes may cache the same 
data so as to reduce the utility of the cache spaces of the 
mobile nodes. In DFAN, the data items are first cached 
according to the SAF policy. Then, in every T seconds, a 
mobile node communicates with its neighbors for their 
cached data items; once duplication on a cached data item 
is found, the node with the least access frequency on the 
data item deletes the data item from its cache. To utilize 
the free cache space, the node then caches the data item 
whose access frequency is the highest among its own data 
items that are still not in the cache. In [8-9], two 
cooperative caching methods, the cache data and the 
cache path, were proposed by Yin and Guo. In the cache 
data method a mobile node caches an accessed data items 
for later query request while in the cache path method a 
node caches the path to a cached data item for a later 
query request. In [10-11], the stability of the wireless 
connection between two mobile nodes is taken into 
account. If the connection between two mobile nodes is 
unstable, the two nodes do not cooperate in data caching. 
In contrast, if the connection is stable, the two nodes 
cooperate in data caching. 

The researches on cooperative caching that consider 
energy consumption of the mobile nodes are reviewed in 
the following. In [12], Hara proposed a set of energy 
aware data replication methods. In WEA-B (Weighted 
Expected Access-Battery), a mobile node can adjust the 

proportion of the cache space for itself to the cache space 
for its neighbors according to the amount of its remaining 
battery power. In WEA-H (Weight Expected Access-
Hop), besides giving weights to favor caching local 
accessed data items or remote accessed data items, a 
mobile node can also prevent to cache data items for far 
away mobile nodes.  Pushpalatha et al. [13] proposed a 
replication model which relocates replicas of a mobile 
node to the mobile nodes with high remaining battery 
energy when the energy of the node is less than a 
predefined threshold. Mukilan and Wahi [14] developed a 
data replication algorithm based on node energy and 
mobility, in which query delay, energy consumption and 
data availability are considered. Chan et al. [15] analyzed 
the impact of energy consumption on designing a cache 
replacement policy and formulated the proposed cache 
replacement problem as a 0-1 knapsack problem. A 
dynamic programming algorithm and a heuristic 
algorithm are presented to solve the formulated problem. 

III. ENERGY CONSERVING COOPERATIVE CACHING 
POLICY 

In this section we present the energy conserving 
cooperative caching policy. We will first present the 
system model of a MANET with data caching. Then, we 
will give the details of the proposed policy. 

3.1 The System Model 
To ease the presentation of the proposed policy, we 

present the assumptions and notations in the following. 
1. Assume that a MANET consists of n nodes. The ith 

mobile node is denoted by Mi. We use M to denote the 
set of all mobile nodes. That is, M = {M1, M2, …, Mn}. 
Each node is equipped with the same initial power in 
its battery, which is denoted by E. Furthermore, each 
node has the same cache size, denoted by C. 

2. There are k data items in the MANET. These data 
items are of the same size and are read-only. The data 
items are numbered and we use the number of a data 
item as its identifier. The set of all data items in 
MANET is denoted by D. That is, D = {1, 2, …, k}. 

3. Every mobile node has an access pattern over the data 
items in D. The access pattern for mobile node i, 
denoted by APi, is a vector of probabilities (Pi1, …, Pik), 
where Pij is the probability for mobile node i to request 
data item j. Notice that the summation of the access 
probabilities of a mobile node on all data items is equal 
to one. That is, ∑ =

=
k

j ijp
1

1. 

4. To ease the discussion, when a mobile node requests a 
data item, it is called the center node, while the mobile 
nodes within the communication range of the 
requesting node are called the neighbors of the center 
node. Note that the center node and its neighbors will 
cooperate to determine where to cache a data item in 
the caches of mobile nodes in the MANET.   

3.2 The Energy Conserving Cooperative Caching Ploicy 
In cooperative caching, a mobile node acting as a 

neighbor of a certain center node may face the dilemma 
that most of its energy is consumed in the activities of 
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sharing its cached data items with the center node. When 
the remaining power of the mobile node is low, to 
continue sharing its cached data items may endanger the 
lifetime of the network. To counter this dilemma, we 
propose to allocate the cache space of a mobile node for 
its neighbors according to the remaining power of the 
mobile node. 

To distinguish the cache space for a mobile node itself 
from the cache space for its neighbors, we call the cache 
space for the mobile node the local cache space, and the 
cache space for the neighbors the cooperative cache 
space. The center node caches an accessed data item in its 
cooperative cache if it will share the data item with its 
neighbors. In contrast, the center node caches the 
accessed data item in its local cache if the accessed data 
item is not shared. In the proposed policy, the size of the 
cooperative cache space is determined by the remaining 
power of the mobile node. 

1) The Size and Contents of a  Cooperative Cache   
To realize the above idea, for any node, we let the size 

of its cooperative cache be proportional to its remaining 
power. Therefore, the size of the cooperative cache of 
node i, denote by Cc(i), is given by  

      ⎥⎦

⎥
⎢⎣

⎢=
E
ECiC i

c *)(                         (1) 

where Ei is the current remaining power of node i, C and 
E are the total cache size and the initial battery power of 
node i, respectively. In Equation (1), because the cache 
size C and initial battery power E are constant, the size of 
the cooperative cache, Cc(i), is directly proportional to its 
current remaining power Ei. When the energy of node i is 
almost empty, the ratio EEi  approaches zero. On the 
other hand, EEi approach one when the remaining 
power of i is the same as the initial power. 

For every data item in the cooperative cache, each of 
them meet the criterion which is used to evaluate whether 
the data item is the target to be cooperatively cached or 
not. This criterion is referred to as profit. The profit of 
node i caches data item j cooperatively is denoted by 
profit(i,j) and can be written as  

∑=
−+=

k

i
ij

ijij R
R

PPjiprofit
1

)1(),(              (2) 

where Pij is the probability of node i to accesses data item 
j; Plj is the probability a neighbor node l of node i to 
access data item j; k is the number of neighbors of node i; 
R is the transmission range of node i; Rli is the distance 
between node i, and node l. If Rli is greater than R, Rli is 
set to R. The term ( )RRij−1  in Equation (2) is an 
indicator of the strength of the connection between node i 
and node l. If node i and node l are close to each other, 
their connection is strong. On the other hand, if node i 
and node l are far away from each other, their connection 
is weak. The value of the expression ( )RRij−1   
approaches one when node i and node l are at about the 
same location. On the other hand, the value of the 
expression ( )RRij−1  approaches zero when node l is 
out of the communication range of node i.  

In fact, the profit for a center node to cache a specified 
data item in its cooperative cache is the probability of the 
center node to access the data item plus the summation of 
the probabilities of all its neighbor nodes to access the 
data item multiply by their corresponding connection 
strength indicators. Since the purpose of cooperative 
caching is to benefit the center node and its neighbors, to 
cache the data items with high profit values is appropriate. 
This research therefore uses the profit values of the 
accessed data items to decide which data items should be 
cached in the cooperative cache. Based on the above 
description, the list of the cached data items in the 
cooperative cache of node i, denoted by DCc(i), can be 
represented as 

)},(),...,2,(),1,()]{([)( kiprofitiprofitiprofitiCTopiDC cc =
 (3)�

That is, the data items to be cached in the cooperative 
cache of node i consist of the data items whose profit 
values are among the top Cc(i) profit values of the set of 
{profit(i,1), profit(i,2), …,profit(i,k)}. 

2)  The Size and Contents of a Local Cache  
The idea of caching data on local cache is 

straightforward. In the local caching, a node caches the 
data items that only benefit its own data accesses. Notice 
that a node does not share its local cached data items with 
their neighbors. Since the size of the cooperative cache, 
Cc(i), is determined in Equation (1), the size of the local 
cache of node i, Cnc(i), is easily calculated as 

)(iCCC cnc −=                                 (4) 
After the size of the local cache of node i is calculated, 

the list of the local cached data items, denote by DCs(i), 
can be obtained as follows:  

incs APiCTopiDC )]([)( =                           (5) 
That is, the data items to be cached at the local cache of 
node i consist of the data items whose access probabilities 
are among the top Cnc(i) access probabilities of access 
pattern APi. 

3) Eliminating Overlapped Cooperative Cached Data 
Items 

In performing cooperative caching, a data item may be 
cached in the center node and also in some of its 
neighbors. A situation that wastes cache memories. This 
research therefore introduces another function to 
determine whether a data item should be cached in the 
cooperative cache or not. Here, this function is referred to 
as fitness. There are two considerations when deciding 
where to store a cached data item. The first consideration 
is that the cached data items should be cached at the node 
that makes the largest profit value according to Equation 
(2). The second consideration is that the cached data item 
should be cached at the node with the most remaining 
battery power. To balance the two considerations, we 
define a fitness function for node i to cached data item j 
in its cooperative cache as follows: 

E
E

jiprofitjifitness i×= ),(),( ,                      (6)�

where Ei is the remaining power of node i, and E is the 
initial power of node i.  
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/*Initialization */ 
For each node j in MANET do 

broadcasts message {j, locj, Ej, APj} to its neighbors; /* locj is the location of j*/ 
For each node i receiving message (j, locj, Ej, APj) from node j do { 

calculates {profit(i,w)|1≤ w ≤k} and Rij 
calculates Cc(i) and Cnc(i) 
determines DCc(i) and DCs(i) 
calculates {fitness(i,w) |w∈ DCc(i)} 
broadcasts {(w, fitness(i,w))|w ∈ DCc(i)} 

}  /* End of initialization */ 
/* Replace overlapped cooperative cached data items */  
When receives {(w, fitness(i,w)| w ∈ DCc(i)} Node j do {   

if ({DCc(i) ∩ DCc(j)} == ∅) 
keeps track of {(w, fitness(i,w)| w ∈ DCc(i)}; 

if ({DCc(i) ∩ DCc(j)} != ∅), for any data item w in {DCc(i) ∩ DCc(j)} do { 
if (fitness(j,w) < fitness(i,w) 
replaces data item w with the maximal_profit_data_item in ({D−{DCs(i) ∪ DCs(j)}}); 

} 
} 

 Figure 1   The energy conserving cooperative caching policy 

Having determined the list DCc(i) of the data items to 
be cached in its cooperative cache, node i, now plays in 
the role of a center node, calculates the fitness values of 
every data item in the list and broadcasts a message 
containing the identifiers of all the data items and their 
corresponding fitness values to its neighbors. When a 
neighbor node j of node i receives this message, it checks 
whether any data item in the message is also cached in its 
own cooperative cache. If the answer is no, node j keeps 
track of the message and records the data items that are 
stored in node i's cooperative cache. Otherwise, node j 
compares the fitness value of each overlapped data item, 
say w, in its cooperative cache and the fitness value of its 
counterpart in i's cooperative cache. If the fitness value of 
j on data item w is less than that of i on w, i.e., 
fitness(j,w)< fitness(i,w), the duplicated data item w 
should be store in node i. Accordingly, node j replaces 
data item w in its cooperative cache with the maximal 
profit data item which is not yet stored in either i's or j's 
cooperative cache. The pseudo code of the cooperative 
caching policy is shown in Figure 1. 

IV. EXPERIMENTAL EVALUATION 
In this section, we report the simulation results on the 

performance comparisons of the proposed policy with the 
other existing policies. In the following, we first give the 
parameters of the experiment. Then, we introduce the 
metrics for performance comparisons. Finally, we report 
the results of the simulation. 

4.1 Parameters and Their Settings 
The simulation model was implemented using NS2 on 

a PC running SUSE LINUX. The parameters and their 
setting are listed in table 1. 

The access frequencies of a mobile node on the data 
items in MANET are modeled by Zipf-like distribution. 
The data items are numbered from 1 to k. The probability 

for data item l to be accessed by a mobile node is given 
by the following equation. 

( )
( )

⎪
⎩

⎪
⎨

⎧
≤≤

= ∑ =

.,0

,1,
)(

1
1

1

otherwise

nk
kP n

i i

k
θ

θ

               (7) 

In Equation (7), the degree of access skew is controlled 
by θ. A small value of θ represents a more uniform 
access pattern while a large value of θ represents a higher 
skewed data access pattern. In practice, θ > 0.85 
represents a high skewed access pattern while θ = 0 
represents a uniform access pattern. In addition, for the 

TABLE I.   
PARAMETERS AND THEIR SETTINGS 

Descriptions Default Values 
Number of mobile nodes 50 
Number of data sources 1 
MAC IEEE 802.11 
Transmission bandwidth 2 M bits/sec 
Communication range  250 meters 
Data item size 2 K bytes 
Number of data items 100 
Cache space size 5,10,15,20,25 data items
Zipf-like theta (θ) 0.2 – 1.0 
Simulation area of the 
MANET   1200×800 m2 

Routing protocol; DSDV 
Moving model  Random waypoint  
Moving speed of a mobile 
node 6 m/sec 

Energy of a mobile node 5 J 
Mean time between queries 1 sec 
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Figure 2. Effects of data skew on hit rate 

Figure 3. Effects of data skew on request delay 

Figure 4. Effects of data skew on request delay of cache miss requests

energy consumption model in our experiments, we refer 
to the results of the paper in [16]. 

4.2 Performance Metrics 
The metrics used in comparison are hit rate, request 

delay and network lifetime. The hit rate is the ratio of the 
number of the requested data items found in the local 
cache of a mobile node over the number of the data items 
queried by the mobile node. The request delay is the 
average hop counts from a mobile node that requests a 
data item to the mobile node that hosts the required data 
item. Finally, the network lifetime is defined to be the 
elapsed time since the starts operation of the MANET to 
the time when the first mobile node depletes its battery 
power [17]. 

4.3 Experimental Results 
We compare the performance of the proposed policy, 

abbreviated to Energy, and the other two existing 
methods by extensive simulation experiments. The two 
methods to be compared are the static access frequency 
method [7], abbreviated to SAF, and the dynamic access 
frequency and neighborhood method [7], abbreviated to 
DFAN. The results of the experiments are reported in the 
following subsections.  

1)  Experiment 1: Effects of Data Skew on Average 
Hit Rate 

In this experiment, we studied the effects of the data 
skew on hit rate for SAF, DAFN, and Energy. In the 
experiments theta is varied from 0.2 to 1 with an 
increment of 0.2. The result is depicted in Figure 2. It is 
shown that the hit rate increases as theta increases for all 
the policies.  Note that as theta increases, a mobile node 
tends to query a small number of data items called hot 
data items. As the hot data items are queried frequently, 
they are easily cached in the cache space. Furthermore, as 
less number of data items is queried, the cache size also 
tends to be abundant for data caching. These effects result 
in high hit ratios for all policies. Also note that the hit rate 
of SAF is greater than those of DAFN and Energy. The 
reason is that SAF only performs local caching while 
both DAFN and Energy perform local caching and 
cooperative caching. 

2) Experiment 2: Effects of Data Skew on Request 
Delay 

 Figure 3 shows the average hop counts for different 
levels of data skew. Similar to the reasons for the result 
of experiment 1, high theta values make the queried data 
items to be cached in the local cache of the querying 
mobile node or in the cooperative caches of the neighbors 
of the querying mobile node. This helps to reduce the 
average hop counts. Note that while the Energy policy 
has low hit rate compared to SAF and DFAN, it has the 
lowest hop counts among the three policies. This is 
because with the Energy policy a mobile node accesses a 
requested data item from the cooperative caches of its 
neighbors when a cache miss occurs. Since the neighbors 
are just one-hop away from the mobile node, it incurs 
little cost to access the cached data item from the 
cooperative caches. This helps to reduce the hop counts 
for queries with the Energy policy. 

The low average hop count of the Energy policy can be 
better explained by examining the hop counts for a data 
item that is not in the local cache of the querying mobile 
node. Figure 4 shows the hop counts required for a data 
item that is not in the local cache. It shows that both the 
Energy and the DAFN have low hop counts for data 
items that incur cache miss. This is because the 
cooperative caching policy helps to bring the cache-
missed data items to the nodes that are close to the 
querying mobile node. 

3) Experiment 3: Effects of Data Skew on Data 
Accessibility 

In this experiment, we varied the cache size from 5% 
to 25% with an increment of 5% to study the effects of 
cache size on the request delay. Here, 5% means that the 
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Figure 5  Effects of data skew on data accessibility 

Figure 6 Simulation time and live node rate 

Figure 7 Number of completed requests and live node rate 

cache size is set to be 5% of the number of all data items. 
The experiment result is shown in Figure 5. Figure 5 
shows that the average hop counts decreases as the cache 
size increases for all the three policies. It shows that the 
Energy policy has the lowest average hop count among 
the three policies. 

4) Experiment 4: Effects of Cache Size on Request 
Delay 

In this experiment, this research studied the effects of 
the cache size on average hop count among SAF, DAFN, 
and Energy. In the experiments we varied the cache size 
from 5% to 25% by steps of 5% to study the effects of 
cache size on request delay. Here, 5% means the cache 
size was set to 5% of the number of data items. The 
experiment result was given in Figure 6. In this figure, 
the x-axis represents the cache size while the y-axis 
represents the data accessibility, that is, the average hop 

count. The result show that the data accessibility 
decreased as the cache size increased among all evaluated 
methods. In addition, Energy had the lowest average hop 
count, DAFN had the middle, SAF had the highest. 

5) Experiment 5: Simulation Time and Live Node 
Rate 

In this experiment, we study the live node rate over the 
simulation times. The total simulation time of the 
experiment is 5000 time unit and the live node rates are 
reported at simulation time from 1250 to 5000 with an 
increment of 250. In this experiment, we call a node that 
depletes its power a dead node. Figure 6 shows the 
percentages of the live nodes for the three policies over 
the execution times. It shows that the first node to be 
dead for the Energy policy occurs at simulation time 2500, 
which by far later than those of the DFAN (at simulation 
time 1750) and SAF (at simulation time 1500). Based on 
this result, we conclude that the Energy policy has the 
longest lifetime of the MANET among the three policies. 
This is because only the Energy policy considers the 
remaining power of a mobile node when determining the 
size of the cooperative cache. While the power of a node 
is low, the node reduces the size of the cooperative cache 
to decrease the energy consumption rate. In this way the 
mobile nodes evenly consume their energy in performing 
cooperative caching so as to prolong the lifetime of the 
network. Another fact to be noticed is that the live node 
rates of the Energy policy start to decrease dramatically 
when the simulation time reaches 3500. This is because 
in the time interval between 3500 and 5000 the Energy 
policy finishes more requests than the DFAN and SAF. 
This makes the Energy policy to spend more energy than 
the DFAN and SAF. The next experiment gives more 
details on relationship of the number of completed 
requests and the energy consumption. 

6)  Experiment 6: Number of Completed Requests 
and  Live Node Rate 

In the experiment, we study the relationship of the 
number of completed requests and the live node rate of 
different policies. This experiment result is given in 
Figure 7. In this figure, the x-axis represents the number 
of completed requests while the y-axis represents the live 
node rates. The result shows that the Energy policy has 
the highest live node rates compared to the other two 
policies at the same number of completed requests. 

V. CONCLUSION  
Unlike the existing cooperative caching methods which 

focus on reducing query delay in MANETs, we present a 
policy that focus on both reducing query delay and 
energy conservation. The proposed policy not only 
reduces the query delay but also enforces uniformly 
consumption of energy among the mobile nodes. 
Comparing with the existing methods, the simulation 
results showed that the proposed policy not only reduces 
the query delay but also extends the lifetime of the 
network. 
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