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Abstract— Sentence similarity assessment is key to most
NLP applications. This paper presents a means of
calculating the similarity between very short texts and
sentences without using an external corpus of literature.
This method uses WordNet, common-sense knowledge base
and human intuition. Results were verified through
experiments. These experiments were performed on two sets
of selected sentence pairs. We show that this technique
compares favorably to other word-based similarity
measures and is flexible enough to allow the user to make
comparisons without any additional dictionary or corpus
information. We believe that this method can be applied in a
variety of text knowledge representation and discovery
applications.
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I. INTRODUCTION

Many natural language processing applications require
that the similarity between very short text paragraphs or
sentences be calculated quickly and reliably. The samples,
usually pairs of sentences, are considered similar if they
are judged to have the same meaning or discuss the same
subject. A method that can automatically calculate
semantic similarity scores is much more valuable than
simple lexical matching for applications such as question
answering(QA), information extraction(IE),
multi-document summarization, and evaluations of
machine translation(MT). Most existing
word-similarity-based measures rely not only on ontology
knowledge base like WordNet, but also on large text
corpora which serve as additional knowledge resources.
However, in many applications, especially in
domain-based applications, large text corpus cannot be
expected to be readily available. Many applications store
ontology relations in a relational database, which do not
fully represent the rich relations embedded in the original
text collections. In these cases, the similarities between
these short texts and sentences have to be extracted from
the limited representations in the database only. In this
paper, we focus on the challenge of assessing sentence

similarities by using the structural information inherent in
a given ontology structure.

Any means of assessing text semantic similarity must
account for the fact that text has structure. In this project,
we began with an approximate model, which we later
adapted into a means of assessing sentence level
similarity based on word-level similarity derived from the
sentence. We used four similarity measures in our
experiments to capture sentence similarities from
different aspects.

II. RELATED WORK

The existing sentence similarity evaluation methods
can be grouped into five categories: word overlap
measures, TF-IDF measures, word-similarity-based
measures, word-order-based measures, and combined
measures[1]–[6],[14]. Among these, word-based
similarity measures provided the best human
correlation[15],[16],[17]. There are many means of
assessing word-to-word similarity. These include
distance-oriented measures, knowledge-based measures,
and measures of information theory. The main methods
of determining word similarity, however, are those
proposed by Leacock and Chodorow, Lesk, Wu and
Palmer, Resnik, Lin, and Jiang and Conrath[7]–[12],
please see[15] for the detailed evaluating of
WordNet-based measures of semantic distance . Here, we
used sentence semantic similarity measures, which are
based on word similarity. We focused our attention on
structure-based word similarity measures (RNCVM) [13],
which is based on WordNet. This approach does not
require a training corpus or other additional information,
which is very important when building new applications.
This approach produces high quality results with good
human correlation.

III. OUR PROPOSED APPROACH

A. WordNet Structure
On WordNet [20], information is presented in synsets,

clusters of words that are considered synonyms or
otherwise logically similar. WordNet also includes
descriptions of the relationships in the synsets. A given
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word may appear in more than one synset, which is
logical considering that words can also appear in multiple
parts of speech. The words in each synset are grouped so
that they are interchangeable in certain contexts.

The WordNet pointers indicate both lexical and
semantic relationships between words. Lexical
relationships concern word form, and semantic
relationships concern meaning. These include but are not
limited to hypernymy/hyponymy (hyponymy/troponymy),
antonymy, entailment, and meronymy/holonymy.

 Nouns and verbs are organized into hierarchies
based on the hypernymy/hyponymy or
hyponymy/troponymy relationships between
synsets. Some verbs are not organized in
hierarchies. These are connected by antonym
relationships and similar relationships, like
adjectives.

 Adjectives are organized into both head and
satellite synsets, each organized around
antonymous pairs of adjectives. These two
adjectives are considered head synsets. Satellite
synsets include words whose meaning is similar
to that of a single head adjective.

 Nouns and adjectives that are derived from verbs
and adverbs that are derived from adjectives
have pointers indicating these relations.

B. Computing Word Similarity
Before introducing our method for calculating sentence

similarity, we first describe how word similarity is
calculated, which will be used in our study later.

1) Words Similarity in One Hierarchy
We now introduce how to compute similarity of two

words in one hierarchy.
Density and similarity
With regard to the tree density, it can be observed that

the densities in different part of the hierarchy are different.
The greater the density, the closer the distance
between the nodes . For example, the ‘plant’ section of

the knowledge base is very dense, individual node having
up to three and four hundreds children, collections of
generally unpronounceable plant species; it can argue that
the distance between nodes in such a section of structure
should be very small relative to other less dense regions.
That is in Fig. 2, the similarity value of the left part
should be less than the similarity value of the right part of
the hierarchy.

Figure 2. Local density effect

Depth and similarity
The deeper the depth of the nodes located, the

higher the similarity of them. The foundation is that the
distance shrinks as one descends the hierarchy, since
differentiation is based on finer and finer details [5]. That
is in Fig. 3, the value of sim (C1, C2) should be less than
the value of sim (C3, C4).

C0

C1 C2

C3 C4

Figure 3. Depth effect

Path length and similarity
Semantic network includes concepts (usually nouns or

noun phrases) that are linked to one another by named
relations, for example, hyper/hyponym relation (‘is-a’
relation) and hol/meronym relation (‘part-of’ relation). If
the semantic network is linked only by taxonomic ‘is-a’
relation, it is generally called ‘is-a’ semantic network or
‘is-a’ taxonomy. In this kind of semantic network, parent
concept is more generalized than child concept, while
child ‘is a kind of’ its parent concept.

Rada et al.[18]pointed out that the assessment of
similarity in a semantic network can be in fact thought of
as involving just taxonomic ‘is-a’ relation, and the
simplest form of determining the distance between two
elemental concept nodes, A and B, is the shortest path
that links A and B, i.e. the minimum number of edges
that separate A and B. But jiang and Conrath[11] then
pointed out in a more realistic scenario, the distances

Figure 1. WordNet structure
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between any two adjacent nodes are not necessarily equal.
It is therefore necessary to consider that the edge
connecting the two nodes should be weighted. To
determine the edge weight automatically, certain aspects
should be considered in the implementation. Most of
these are typically related to the structural characteristics
of a hierarchical network. Some conceivable features are:
local network density (the number of child links that span
out from a parent node), depth of a node in the hierarchy,
type of link, and finally, perhaps the most important of all,
the strength of an edge link. From Rada et al. and Jiang
and Conrath, at least we can state that if the shorter path
is contained within the longer path in a ‘is-a’
taxonomy, the concept nodes pair with shorter path
between them has greater concept similarity than that
of with longer path between them. That is in Fig. 4, the
value of sim (C0, C3) should be less than the value of sim
(C0, C1).

C0

C1 C2

C3 C4

Figure 4. Path length effect

The premise of our method
The next two definitions are the premise of our method,

definition 1 defines what is a hierarchy, definition 2
provides a mechanism through which similarity between
concepts can be measured.

Definition 1 (Concept hierarchical model). Denote
as H (N, E) is a rooted tree. Where N is the set of concept
nodes (corresponding to the concepts) in the tree and E is
the set of edges between the parent/child pairs in H. The
semantic coverage of the child concept nodes is the
partition of the semantic coverage of their parent concept
node.

A concept node is a parent of another concept node if it
is one step higher in the hierarchy and closer to the root
concept node. Each concept node in a tree has zero or

more child concept nodes, which are one step below their
parent concept node in the hierarchy. Sibling concept
nodes share the same parent concept node. A concept
node has at most one parent concept node. Concept nodes
that do not have any children are called leaf concept
nodes. The topmost concept node in the hierarchy is
called the root concept node. Being the topmost concept
node, the root concept node will not have parents, and it
is the symbol of the universe. All concept nodes (except
root concept node) can be reached from the root concept
node by following edges and concept nodes on the path,
and all these concept nodes on the path composed of the
ancestor concept nodes of that concept node. All concept
nodes below a particular concept node are called
descendents of that concept node. Fig. 5 above illustrated
the concept node types.

The concept hierarchical model is the premise of our
method, and our similarity computation is from cosine
similarity which is based on the orthogonality of its
components, so the semantic coverage of the concept
nodes should be independent. So we limit the semantic
coverage of the child concept nodes are the partition
(instead of covering) of the semantic coverage of their
parent concept node. That is, the concepts subsumed by
sibling concept nodes are usually non-overlapping; the
relationship between two siblings is captured only
through their ancestor concept nodes.

Definition 2 (Concept vector). Given a concept
hierarchy model, H (N, E), with n concept nodes, the
concept vector of a concept node Ci in this hierarchy has
n dimensions. The concept node Ci’s concept vector

denote as iC = (vi,1, v i,2,…,v i,n), v i,1, v i,2,…,v i,n (i=1,
2, …, n) are the dimension values corresponding concepts
C1,C2,…,Cn relative to concept Ci. Given two concept

nodes, and their concept vectors, iC , jC then their
similarity is computed with (1):

ji

ji
ji

CC

CC
CCsim


),( (1)

Identifying the Concept Vectors for the concept nodes
in the hierarchy

In the traditional corpus based method, the weight of
concepts (the frequency of the concept) is derived from a
large text corpus. We discuss a given hierarchy without a
large corpus for frequency information extraction.
Therefore, we need mechanisms to leverage the weights
of concept nodes in the hierarchy. Essentially, our
concept vectors would capture the semantic information
inherent but hidden within the structure of the hierarchy
which is the most challenge part of our work.

Consider that the document-document similarity
computation, documents are represented as vectors; in the
vector each dimension corresponds to a separate term. If
a term occurs in a document, its value in the vector is
non-zero. Usually a document is represented as a vector
and the frequencies of a cluster of terms appeared in the
document are used as dimension values. Vector
operations can be used to compare document-document

Figure 5. The concept node types illustration
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similarity. Here in a concept hierarchy model, the
dimension values of each concept can be obtained only
from the hierarchical structure. From observation, the
density information of each concept node is inherent and
hidden in the hierarchy.

Definition 3 (Local density). The density of a root
concept node in a given concept hierarchy model is equal
to 1, the density of other concept nodes equal the number
of sibling concept nodes of that concept node plus
1(itself).

Definition 3 defines the situation of the uniform
concept node local density. If sibling concept nodes have
different density, it can be obtained from a large text
corpus using traditional method as in reference[8],
frequencies of concepts in the WordNet taxonomy were
estimated using noun frequencies from the Brown Corpus
of American English which is a large(more than
1,000,000 words) collection of text across generating
from news articles to science fictions. Each noun that
occurred in the corpus was counted as an occurrence of
each taxonomic class containing it. But as mentioned
above, such text corpus are usually hard to obtain in
many domain specific applications (for example, biology
and medicine,) and applications that rely on relational
databases. Even the large text corpus is available, this
kind of methods are slow due to the huge text statistics
work, so we choose to use uniform density value in
definition 3 to substitute their real distribution values. .

Figure 6. Tree example to show concept density

Fig. 6 provides a sample concept hierarchy. It shows
how the concepts in the hierarchy share their local density.
The density of root concept node C1 is 1, the densities of
C2 and C3 are 2, and densities of C4, C5, and C6 are 3.

Consider the vector space model’s approach origins in
document-document similarity. The presumption is that,
given a certain number of terms, the frequency of these
terms in a document can be used as vectors to compute
query-document similarity. In the situations we have
described, the density information of a given node’s
relevancy nodes were used as vectors to compute
internode similarity.
Relevancy nodes based concept vector

In the document-document similarity computation, a
cluster of terms appeared in the document are used as
dimension values. Given a concept node in the hierarchy,
its ancestor concept nodes subsume its attributes, and its
descendant concept nodes inherit it. So except the
concept node itself, its ancestor and descendant concept

nodes are relevancy to that concept node, which we used
as “terms” in our structure.

Definition 4 (Relevancy Nodes). Given a concept
node in the hierarchy, the concept node itself, its ancestor
and descendant concept nodes compose its relevancy
nodes.

Consider the vector space model’s approach origins in
document-document similarity. The presumption is that,
given a certain number of terms, the frequency of these
terms in a document was used as vectors to compute the
query-document similarity. In our situations, the density
information of a node’s all relevancy nodes was used as
vectors to compute internodes similarity.

Definition 5 (relevancy nodes based concept vectors
for HCT). Given an HCT with n concept nodes, the
concept vector of Ci is denoted as iC = (vi,1, v i,2,…,v
i,n ) and v i,j ( i=1,2,…n; j=1,2,…n) is the dimension
value corresponding to all concept nodes relative to the
particular concept node iC , defined as follows using
(2) :

jd is the local density of concept node jC .
For example, for concept node C2 in Fig. 6, the concept

node C2 itself, its ancestor concept node C1, and its
descendent concept nodes C4, C5, and C6 compose C2’s
relevancy nodes. Their local densities d2, d1, d4, d5, and d6

are used as C2’s dimension values. C3 is not a relevancy
node of C2, so its dimension value for concept vector 2C
is 0. If we were to list all concept nodes in sequential
order of concept vectors according to the tree’s
breadth-first traversal sequence, we would have C2’s
concept vector 2C = (1, 2, 0, 3, 3, 3). Similarly, C1’s
concept vector is 1C = (1, 2, 2, 3, 3, 3). C3’s concept
vector is 3C = (1, 0, 3, 0, 0, 0), and C4’s concept vector is

4C = (1, 2, 0, 3, 0, 0),and C5’s concept vector is 5C = (1,
2, 0, 0, 3, 0). C6’s concept vector is 6C = (1, 2, 0, 0, 0, 3).

The similarity between any pair of words can be
computed, for example, if we compute similarity values
between 3C , 4C , their similarity values can be computed
by the following (3):

2) Words Similarity In WordNet Structure
The semantic similarity of two words w1 and w2 is

expressed as sim(w1, w2). This value can be found through
analysis of a lexical knowledge base, such as WordNet, in
which words are organized into synonym sets (synsets).

 If the two target words are identical or in the
same synset, then their similarity is 1.

 If one of the two target words is not in WordNet,











)(0

)(

)(

,

Otherwise

jiifd

CconceptofnoderelevancytheisCifd

v j

ijj

ji
(2)

085.0
CC
CC)C,C(sim

43

43
43 


 (3)
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their similarity is 0.
 If the two target words are not in the same

synset but both in the WordNet hierarchy, then
their word similarity is computed based on their
relevancy nodes’ local density in the hierarchy
as introduced in section III.B, Reference [13]
has more articulation about this method.

 If one word is in the synset hierarchy ( in most
of the nouns and verbs structure) and the other is
in another part of the WordNet semantic net,
then the user must determine if there is any
relationship between them based on the
WordNet semantic nets, If there is, their
similarity value is c. For example, in Fig. 1, if
there is a “derived from” relation between
“verb” and “adjective”, the similarity value of
the target verb and adjective words is set to c.

 If neither of the two words is in the synset
hierarchy ( not in most of the nouns and verbs
structure), then the user must determine there is
any relationship between them based on the
WordNet semantic nets, if there is, their
similarity value is c. For example, in Fig. 1, if
there is a “pertaining to” relation between
“adverb” and “adjective”, the similarity value of
the target adverb and adjective words is set to c.

C. Computing Sentence Similarity
We use the two example sentences to illustrate our

method of calculating sentence level similarities.
S1: Consumers would still have to get a descrambling

security card from their cable operator to plug into the
set.

S2: To watch pay television, consumers would insert
into the set a security card provided by their cable
service.

Sentence preprocessing
For each data set, WordNet is used as a resource for

calculating word similarity. In order to use wordnet, we
first transform sentences S1 and S2 to their bag-of-words
representation, T1 and T2, respectively.
T1= {words in S1}
T2= {words in S2}

We also form a superset T, which is the union of T1

and T2: T= T1∪T2.
In our example, T1, T2 and their union T can be

represented as:

T1=
{"consumer,""would,""still,""have,""to,""get,""a,""descra
mble,""security,""card,""from,""their,""cable,""operator,"
"to,""plug,""into,""the,""set"}
T2=
{"to,""watch,""pay,""television,""consumer,""would,""in
sert,""into,""the,""set,""a,""security,""card,""provide,""b
y,""their,""cable,""service"}
T=
{"consumer,""would,""still,""have,""get,""a,""descrambl
e,""security,""card,""from,""their,""cable,""operator,""to,

""plug,""into,""the,""set,""watch,""pay,""television,""ins
ert,""provide,""by,""service"}

Vector forming
The purpose of forming T, which contains all the

words from T1 and T2, is to create semantic vectors for T1

and T2.The vector derived from the joint word set is
called the lexical semantic vector and is denoted by V1

and V2.The dimension of the lexical semantic vector is
the number of words in this joint word set. The value of
each entry in V1 or V2 represents the semantic similarity
of any word in V1 or V2 to any word in either of our
sentences. For word wi inset T, we would compute a
similarity score for wi and every word in T1 as described
above. The word to which wi was most similar would be
used to give the value of the corresponding vector entry.

Entry value of V1:
{("a,""a"): 1.0,
("by,""a"): 0.0,
("cable,""cable"): 1.0,
("card,""card"): 1.0,
("consumer,""consumer"): 1.0,
("descrambling,""descrambling"): 1.0,
("from,""from"): 1.0,
("get,""get"): 1.0,
("have,""get"): 1.0,
("insert,""set"): 0.935
("into,""into"): 1.0,
("operator,""operator"): 1.0,
("pay,""have"): 0.836
("plug,""plug"): 1.0,
("provide,""set"): 0.999
("security,""security"): 1.0,
("service,""set"): 0.996
("set,""set"): 1.0,
("still,""still"): 1.0,
("television,""cable"): 0.999
("the,""the"): 1.0,
("their,""their"): 1.0,
("to,""to"): 1.0,
("watch,""set"): 0.857
("would,""would"): 1.0}
Entry value of V2:
{("a,""a"): 1.0,
("by,""by"): 1.0,
("cable,""cable"): 1.0,
("card,""card"): 1.0,
("consumer,""consumer"): 1.0,
("descrambling,""a"): 0.0,
("from,""a"): 0.0,
("get,""pay"): 0.807
("have,""pay"): 0.836
("insert,""insert"): 1.0,
("into,""into"): 1.0,
("operator,""card"): 0.0,
("pay,""pay"): 1.0,
("plug,""set"): 0.995
("provide,""provide"): 1.0,
("security,""security"): 1.0,
("service,""service"): 1.0,
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("set,""set"): 1.0,
("still,""television"): 0.792
("television,""television"): 1.0,
("the,""the"): 1.0,
("their,""their"): 1.0,
("to,""to"): 1.0,
("watch,""watch"): 1.0,
("would,""would"): 1.0}



1V =(1.0 ,0.0 ,1.0 ,1.0 ,1.0 ,1.0 ,1.0 ,1.0 ,1.0 ,0.935 ,1.0 ,1.
0 ,0.836 ,1.0 ,0.999 ,1.0 ,0.996 ,1.0 ,1.0 ,0.999 ,1.0 ,1.0 ,1.
0 ,0.857 ,1.0)


2V =(1.0 ,1.0 ,1.0 ,1.0 ,1.0 ,0.0 ,0.0 ,0.807 ,0.836 ,1.0 ,1.0
,0.0 ,1.0 ,0.995 ,1.0 ,1.0 ,1.0 ,1.0 ,0.792 ,1.0 ,1.0 ,1.0 ,1.0
,1.0 ,1.0 )

We give a smaller weight δ(0<δ<1) to articles,
prepositions, and conjunctions in the sentences due to
their prevalence of usage, we set δ=0.2.


1

'

V =(0.2 ,0.0 ,1.0 ,1.0 ,1.0 ,1.0 ,0.2 ,1.0 ,1.0 ,0.935 ,
0.2 ,1.0 ,0.836 ,1.0 ,0.999 ,1.0 ,0.996 ,1.0 ,0.2 ,0.999 ,0.2 ,
0.2 ,0.2 ,0.857 ,0.2 )


2

'

V =( 0.2 ,0.2 ,1.0 ,1.0 ,1.0 , 0.0 ,0.0 ,0.807 ,0.836 ,1.0 ,
0.2 ,0.0 ,1.0 ,0.995 ,1.0 ,1.0 ,1.0 ,1.0 ,0.792 ,1.0 ,0.2 ,0.2 ,
0.2 ,1.0 ,0.2)

So, the cosine similarity between S1 and S2 is
computed from (4):

The cosine similarity between S1 and S2 is computed,
and the result is 0.907 .

The intuition behind this calculation is to map
semantic meanings contained in the union set sentence to
each of the original sentence. In this way, we quantify
how the semantic meaning of the sentence is conveyed in
the two lexical realization formats. In the next section, we
will empirically verify our approach on a large corpus.

IV. EXPERIMENTAL EVALUATION

A. Evaluation Criteria
We look into four different evaluation measures, which

capture different aspects of semantic similarity.
TP: Number of sentences predicted to be similar

sentences that actually are similar.
TN: Number of sentences predicted to be dissimilar

sentences that actually are dissimilar
FP: Number of sentences predicted to be similar that

are actually dissimilar
FN: Number of sentences predicted to be dissimilar

that are actually similar

Accuracy=(TP + TN)/(TP + TN+ FP + FN)
Precision= TP/(TP + FP)

Recall= TP/(TP + FN)
F-measure= (1 + β)PR/(βP + R)
= 2PR / (P + R)
(when β=1, precision and recall have the same weight)

We evaluated the results in terms of accuracy,
precision, recall, and F-measure.

B. Data Sets
The Microsoft Research paraphrase corpus (MSRP)

data set is a known dataset for ground truth of sentence
similarity calculation, and it includes 1,725 test pairs
taken from Internet news articles [18]. Each sentence pair
is judged by two human assessors whether they are
semantically equivalent or not. Overall, 67% of the total
sentence pairs are judged to be the positive examples.
Semantically equivalent sentences may contain either
identical information or the same information with minor
differences in detail according to the principal agents and
the associated actions in the sentences. Sentence that
describes the same event but is a superset of the other is
considered to be a dissimilar pair. Note that this rule is
similar to other text entailment task.

C Analysis of Results
Fig. 7,8 and 9 depict the accuracy, precision, and recall

values of our method. Table I shows the sentence
similarity performance on the MSRP data (C=0.2. δ=0.2).

x-axis: similarity threshold (alpha)
y-axis: Precision values of our method(percent(%))

Figure 7. Precision values of our method with different similarity
threshold (alpha)

sim(S1,S2) =






21

21

VV

VV
= 0.907 (4)
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x-axis: similarity threshold (alpha)
y-axis: Accuracy values of our method(percent(%))

Figure 8. Accuracy values of our method with different similarity
threshold (alpha)

x-axis: similarity threshold (alpha)
y-axis: Recall values of our method(percent(%))

Figure 9. Recall values of our method with different similarity
threshold (alpha)

TABLE I.
PERFORMANCE OF THE SENTENCE SIMILARITY

METHOD ON THE MSRP DATA SET

Methods Accuracy Precision Recall F-measure
J & C 69.3 72.2 87.1 79.0
L & C 69.5 72.4 87.0 79.0
Lesk 69.3 72.4 86.6 78.9
Lin 69.3 71.6 88.7 79.2

W & p 69.0 70.2 92.1 80.0
Resnik 69.0 69.0 96.4 80.4
Ours

(Alpha=0.7
37)

72.0 73.8 90.2 81.1

Note: The results of related methods are taken from Mihalcea et al. [5]

In addition to word order, the related method requires
that the specificity of words should be taken into account,
so a higher weight was given to specific words and a low
weight to the similarity of generic concepts. The
specificity of each word was generally determined using
the inverse document frequency (idf). We took a first
rough cut at this problem and then attempted to model the
semantic similarity of texts as a function of purely
semantic similarity of the component words.

We evaluated these results in terms of accuracy,
precision, recall, and f-measure. Most methods yield
good results for precision or recall, but very few do so for
both. The average related method accuracy was 69.2%,
though it climbed as high as 72% when we used 0.737 as
the similarity threshold score. When related methods’
precision values were found to be 69.0–72.4, recall
tended to be 86.6–96.4.The recall of ours method was
0.928–0.988 at the same level of precision, which was
also higher than that of related methods. When related
methods ‘recall values were 86.6–96.4, precision was
69.0–72.4.The precision of our method was 0.706–0.748
for the same recall, which was also higher than that of
related methods. We also obtained the highest F-measure
value (81%)of any related method.

V. IMPLICATIONS AND CONCLUSION

In this paper, we propose an unsupervised approach to
automatically calculate sentence levels similarities based
on word level similarities, without using any external
knowledge from other training corpora. The main
contributions of our work to the field are as follows:

1. A means of automatically computing the
similarity values of any two words in WordNet
is defined.

2. A means of computing sentence similarity
based on the word composition of each
sentence is proposed.

Experiments prove that our method compares
favorably to other word-similarity-based measures. This
method allows the user make comparisons between
sentences based solely on ontological structure without
requiring on any additional dictionary or corpus of
information. In this way, our approach can be applied
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directly to any domain application. We believe this is a
very attractive feature in building new applications.
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