
An Observation Likelihood Model Integrating 
Edge Feature with Silhouette Feature 

 
Bingchao Liu 

School of Information Science and Engineering, University of Jinan, Jinan, 250022, China 
Shandong Provincial Key Laboratary of Network based Intelligent Computing, Jinan, 250022, China  

Email: 574833179@qq.com 
 

Zhiquan Feng*, Aili Sang 
School of Information Science and Engineering, University of Jinan, Jinan, 250022, China 

Shandong Provincial Key Laboratary of Network based Intelligent Computing, Jinan, 250022, China 
Email: ise_fengzq@ujn.edu.cn 

 
 
 

Abstract—3D hand tracking in recent years has become a 
hot spot in Human Computer Interaction(HCI), and it also 
exists many difficulties. Our research roots in the observa-
tion model which is used to measure similarity between 
hand image and hand model for hand tracking. Firstly, us-
ing edge feature extracted from hand image and hand model 
projection contour to get a probability function, which 
measures the similarity between hand model and hand im-
age according their chamfer distance. Secondly, using skin 
color segmentation algorithm to get binary hand image, at 
the same time we can get hand model silhouette from hand 
model projection points. After getting the binary hand im-
age and hand model silhouette we then build another prob-
ability function based silhouette feature. Finally we combine 
the two functions to build the observation model to evaluate 
the probability of hand state according current observation. 
Applying the observation model into the weight calculation 
stage of particle filter can effectively increase calculation 
accuracy. On the other hand, we introduce hand constraints 
to hand model, utilize these constraints in sampling stage 
not only can reduce sampling degree of freedom(DOF) but 
also can revise the incorrect samples.  
 
Index Terms—Hand Tracking; Edge Detection; Distance 
Transform; Skin Color Segmentation; Observation Model; 
Particle Filter 
 

I.  INTRODUCTION 

Hand tracking as a natural interactive way can harmo-
niously express people’s interactive intention. Hand 
tracking has important applications in many fields, such 
as sign language recognition, navigation, robot control, 
motion sensing game. Combine data glove with position 
tracker can accurately track hand movement, but these 
equipments are expensive and not convenient to wear. 
Vision-based hand tracking method is simple and easy to 
realize. Due to hand movement is complicated and non-
rigid, recover three dimensional hand state according 
vision information still remains huge challenges. 

Vision-based hand tracking methods are mainly divid-
ed into two types: appearance-based  and model-based. 
Appearance-based methods [3, 17, 18] firstly build map-

pings between image feature and hand state, and then 
directly recover hand state from current image according 
these mappings. As hand movement is complex and infi-
nite, it needs a huge database to save these mapping and 
not possible to build mappings for all possible hand state. 
Model-based methods firstly need to build three dimen-
sional hand model, and then achieve hand tracking by 
comparing the similarity between hand model and hand 
image. In order to measure the similarity, observation 
model based on one or more features must be built.                
Stenger et al. [1] generates 2D profiles of hand model 
using elegant tools from projective geometry, and hand 
model is estimated with and Unsecented Kalman filter, 
which minimizes the geometry error between the profiles 
and edges extracted from the images. Stenger [2] utilizes 
edge and skin color to measure the similarity between 
hand template and hand image. O. B. Henia et al. [12] 
proposes a dissimilarity measurement function which 
combines the non-overlapping surface and the directed 
chamfer distance. Y. Wu et al. [4] analyzed natural hand 
movement to build a set of basis configurations, and then 
integrated hand constraints into the tracking algorithm 
which is based on Monte Carlo method. They employ 
both edge and silhouette feature to measure the likelihood 
of hypotheses. H. Zhou and T. S. Huang [20] proposed a 
new feature called likelihood edge, which combines color 
histogram and edge feature in the observation model. 
Wen-Yan Chang et al. [21] proposed an appearance-
guided tracking algorithm. They treat the state space vec-
tor whose observation is known as an attractor, then the-
ses attractors serve as prior knowledge to guide hand 
tracking. By applying prior appearance information, they 
can recover rapid motions that are difficult to solve by 
using simple particle filter. To get out of spurious local 
minima, M. Bray et al. [22] proposed a novel SMD track-
er which is based on a rapid stochastic gradient descent 
approach with adaptive step sizes. N. Stefanov et al. [23] 
combines behavioural knowledge with annealed particle 
filtering to achieve robust tracking of hands. Distinct ges-
tures are handled by using different models, and their 
transitions are learned with an variable-length Markov 
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model which represents the high-level structure and tem-
poral ordering of gestures. They identify fingertips, palms 
and other parts of the hand, in order to reduce the com-
plexity of evaluating the likelihood of a particular model 
configuration. 

This work is also in the frame of model-based hand 
tracking, particle filter technology is used as tracking tool. 
On the one hand, an observation model combining edge 
with silhouette is built, and then apply it into calculating 
particle’s weight. On the other hand, hand constraints are 
introduced into 3D hand model so as to reduce degree of 
freedom(DOF). The combination of these two parts can 
increase particle’s accuracy and effectiveness so as to 
increase tracking accuracy. 

II.  3D HAND MODEL  

Model-based hand tracking firstly needs to construct a 
3D hand model built by simulating real human hand 
structure [8], as depicted in Fig. 1(a). It defines each fin-
ger’s name and each joint angle’s name. The 3D model 
used in this paper was proposed by Feng [6], as displayed 
in Fig. 1(b). The whole hand model has 26 DOFs: 20 
local DOFs and 6 global DOFs. The joint angles connect-
ing palm and finger have two DOFs with flex-
ision/extension and abduction/adduction movements, 
other joint angles only have one DOF with flex-
ision/extension movement. 

 
 
 
 
 
 
 
 
 
 
 

 
 

(a) 
 
 
 
 
 
 
 
 
 
 

 
   (b) 

Figure 1.  (a)The structure of hand.  (b)The adopted hand model in this 
paper. 

A.  Hand Constraints 
As hand movements are not arbitrary, the hand model 

must be constrainted according hand constraints. A lot of 
work has been done in hand constraints [4, 5, 8, 10, 11]. 

These work are mainly about the relationship between 
joint angles. As hands between different people exist 
many differences, we apply some universal hand con-
straints into hand model. The hand constraints used here 
are divided into two types: static hand constraints and 
dynamic hand constraints. Static hand constrains [8, 10] 
means the scope of joint angle without extra force. Dy-
namic hand constraints are the relationships between joint 
angles when hand grasps or opens, they are also divided 
into relationships in the same finger and relationships 
beweent different fingers. The hand constrains are listed 
in table 1. 

TABLE I.   
HAND   CONSTRAINTS 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

θ  represents angle of finger’s flexion/extention 
movements, and α  represents angle of finger’s abduc-
tion/adduction movements. These hand constraints not 
only can limit the joint angle in a reasonable scope but 
also can reduce the tracking DOFs, the tracking DOFs 
can be reduced from 26 to 16. 

III.  OBSERVATION MODEL  

In model-based hand tracking, the similarity between 
hand state and current observation is measured so as to 
search the optimal hand state. The observation model has 
a direct effect on tracking accuracy. The observation is 
usually built according one or more features. Consider the 
robustness and simplicity of feature we choose edge and 
silhouette to build the observation model. 

A.  Edge-Based Similarity Measurement 
Edge is an important feature, it is robust to lighting 

change. There are many edge detection operators, we 
choose canndy detection operator. As canndy operator 
has a smooth process, it is not sensitive to image noise. 
Besides the edge obtained from canndy operator is rela-
tively complete and continuous. The resulted edge image 
is displayed in Fig. 2(b). On the other hand, the contour 
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of hand model can be obtained by projecting 3D hand 
model into 2D image plane, as displayed in Fig. 2(c). 
After getting edge and contour we measure their similari-
ty by calculating their chamfer distance.  

 

 
                 (a)                    (b)                   (c)                    (d) 

Figure 2.  (a) is the original image. (b) is the resulted edge image. (c) 
represents the contour of hand model. (d) represents b’s corresponding 

distance map after distance transform. 

Assume that 1{ }Na
i iA a ==  represents point set of con-

tour, 1{ }Nb
i iB b ==  represents  point set of  edge. Chamfer 

distance from A  to B  is defined as [2]: 

21
( , ) min ||| ||chamfer

b B
a Aa

d A B a b
N ∈

∈

= −∑           (1) 

To effectively calculate chamfer distance between con-
tour point set and edge point set we use two pass algo-
rithm [19] to obtain edge image’s distance image. Fig. 
2(d) displays the resulted distance image. It is equal to 
smooth edge image, the more the pixel closes to edge 
point the smaller the distance is. According their chamfer 
distance a similarity probability function can be defined 
as: 

exp( ( , ))edge chamferp d A B= −                 (2) 

B.  Silhouette-Based Similarity Measurement 
The similarity between two objects can also be meas-

ured by comparing their silhouette. Here we compare the 
binary hand image with model projection to measure the 
similarity between hand model and hand image. Firstly, 
we use skin color segmentation rules in [15] to segment 
out hand region from frame image. The segmentation 
rules are defined as: 

95 & & 40 & & 20 & &
(max{ , , } min{ , , } 15) & &
| - | 15 & & & &

R G B
R G B R G B

R G R G R B

> > >

− >

> > >

 

R , G , B  respectively represent red, green and blue 
component of 24 color image. The merit of this segmen-
tation method is that it can directly operate on the cap-
tured color image to realize fast segmentation, Fig. 3(b) 
displays the segmented binary hand image. Secondly, 
each part of fingers and palm of hand model are treated as 
rigid, and their projection can be approximated as a set of 
quadrilaterals, as displayed in Fig. 3(c). After getting 
binary hand image and model projection we define a sil-
houette-based similarity measurement probability func-
tion: 

              
mod

mod

exp{ [( )

                         ( )]}
silhouette image el

image el

p S S

S S

= − −∪

∩
                (3) 

imageS , mod elS respectively represent binary hand image 
and model projection, Fig. 3(d) displays their overlap, 
green region represents modimage elS S∩ , blue region repre-

sents mod mod( ) ( )image el image elS S S S−∪ ∩ . 
 

 
               (a)                      (b)                       (c)                     (d) 

Figure 3.  (a) is the original image. (b) represents binary  hand image 
obtained through skin color segmentaion algorithm. (c) is hand model’s 

silhouette. (d) represents overlap of b and c. 

Finally, we combine the above two similarity measure-
ment probability functions to build a total observation 
likelihood model observation edge silhouettep p p= , and then use it 
in PF to calculate the similarity between hand state hand 
image. 

IV.  APPLY HAND CONSTRAINTS AND OBSERVATION 
MODEL INTO HAND TRACKING 

To continuously evaluate optimal hand state from hand
state space according observation, we choose PF as track-
ing tool. PF, based on Monto Carlo method, randomly sa-
mples in state space, and then gives each sample a corres-
ponding weight. The integration operation can be replace-
d by the mean of these particles so as to realize state upd-
ate. PF can provide a robust tracking framework [7], it h-
as a good performance on the situation where posterior d-
istribution ( | )

t
p x z  and observation process ( | )

t
p x z  are 

non-gaussian or non-linear( x  represents state vector, 

1
{ , , }

t t
z z z= "  represents historical observations at time 
t). The propagation of state is assumed as first-order Mar-
kove state model 1( | )t tp x x

−
 that is current state tx  is on-

ly determined by last state 1tx
−

, the particles’ weights at t-

ime t are equal to 1 1 1( | ) ( | ) ( | ),t t t t t ttp x z p x x p x zz
− − −

∝ , 

where 1 1( | )t tp x z
− −

 represents particles’ weights at time t-
1, so the state can be recursively updated each time. In pr-
actice, we apply above hand constraints into sampling st-
age, and apply observation model observationp  into calculati-
ng particles’ weights. The tracking algorithm is as follow: 
(1) Initialization. At time t = 0, get initial hand state 

0
x a-

ccording the initial method proposed in [6]. Then the
initial particle set 

0
{( ,1 ), 1, ..., }ix N i N=  is obtained f-

rom initial hand state according prior distribution

0
( )p x , N represents the particle number and 

0

ix  is the
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 ith initial particle.  
(2) Prediction. Transfer particles of last time to get new 

particle set according state transform equation

1
( | )

t t
p x x

−
. When time t = 0, the transform equation 

can be expressed as 0

i

t

ix x rand= + ; when time t > 0, 

the transform equation can be expressed as: 

1 1 1( )i i

t t t t tx x A x x Bw
− − −

= + − +  [9], 
1t

x
−

 represents the

mean of hand state at time t-1, A controls transform 
speed, tBw  is stochastic noise. Here we apply dyna-

mic hand constraints into state vector to build relatio-
nship bwteen different variables, this only needs to s-
ample for limited variables so as to reduce the sampl-
ing freedom of degree. After sampling, the variables
of samples are checked that whether or not the varia-
ble beyonds the maximize maxθ  or minimize minθ  def-

ined in static hand constraints, if so revise  variable t-
o  maxθ  or minθ .  

(3) Weight Caculation. Each particle’s weight i

tw  is cal-

culated according the above built observation model
( | )i

observation t tp z x , and then obtain a set of weighted p-

articles{( , ), 1, ..., }i i

t tx w i N= . Finally, the weight of 

each particle is normalized through normalization eq-

uation 
1

, 1, ...,/ ( )Ni i j
t t tj

i Nw w w
=

= =∑ . 

(4) Output Mean State. After normalization, the mean h-

and state at time t is expressed as: 
1

[ ]
n i i

t t t
i

x x wε
=

= ∑ , a-

nd then reconstruct 3D hand according [ ]txε . 

(5) Update: t = t+1, go to step(2).  
 

V.  EXPERIMENTAL RESULT 

The frame image is captured by an USB camera, and 
the tracking system is implemented on VC++6.0 platform. 
We respectively track only index finger moves(#1), fin-
gers move excepting thumb(#2), hand translates in x, y 
plane(#3), hand rotates along z-axis or x-axis(#4, #5), 
index finger moves while hand translates in x, y 
plane(#6), index finger moves while hand rotates along z-
axis(#7), fingers move while hand roates along z-axis(#8), 
the tracking result is displayed as Fig. 4. 

 

#1 

#2 

#3 

#4 

#5 

#6 

#7 

#8 
Figure 4.  Tracking result. 

The bottom left of the image is the observation image, 
upper left is the skin region segmented from observation 
image using the method in [15]. As can be seen the segm-
entation algorithm has a good performance when the light
is stable. At the same time, we found the segmentation al-
gorithm is sensitive to red object, it mistakes red pixel for
skin color. The right of the image displays the recoverd 3
D hand drawed by openGL. For testing the accuracy of t-
he tracking system, on the one side we track index finger
moves and record its angle change tracked by PF; on the 
other side we record the angle change collected by 5DT 
data glove with the same action. The compare of tracking 
result and ground data is showed as Fig. 5.  
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Tracking Data and Ground Data
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Figure 5.  The compare between tracking data and ground data(DIP 

angle of index finger). 

From Fig. 5 we can see that our tracking system can b-
asically track hand movements. As sampling is random, t-
he evaluated optimal hand state may fluctuate around gr-
ound data. For testing the accuracy of particle’s weight c-
alculated by our observation model, we compare our obs-
ervation model with Hausdorff distance-based observatio-
n model. Hausdorff distance-based observation measures 
the similarity between hand model and hand image by ca-
lculating the Hausdorff distance between two point sets 
which obtained respectively from hand model and hand i-
mage. We choose particles’ weights in 50 frames to anal-
yze, each frame uses 10 particles, totally 500 particles. As
displayed in Fig. 6 and Fig. 7.  
 

Our Observation Model
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Figure 6.  Particle weight calculated by our observation model. 

Hausdorff Distance-Based Observation Model
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Figure 7.  Particle weight calculated by hausdorff distance-based ob-

servation model. 

From the Fig. 6 and Fig. 7  we can see that the differe-
nce of particle weight calculated by our observation mod-
el in each frame are greater than by Hausdorff distance-b-
ased observation model. The particle weight calculated b-
y Hausdorff distance-based observation model don’t have
difference after a period of time, all the weights are 0.1, t-
his is because Hausdorff distance is sensitive to image n-
oise, in the presense of image noise Hausdorff-distance b-
etween two point set are easily effected by image noise. 
On the other hand when the difference between two point
sets is not obvious, Hausdorff distance cannot distinguish 
this difference. Our observation model not only can raise
the weight of particle that is close to real state, but also c-
an low invalid particle’s weight. In the case of without h-
and constraints the finger may bend toward opposite dire-
ction, which violates the fact. This is because in the mon-
ocular condition, evaluating hand state according single i-
mage refers singularity problem that is an observation m-
ay correspond to multiple optimal solutions. Fig. 8 gives 
out the time cost of our tracking system, the average run-
ning time is about 280ms/frame, most of the time is cons-
umed in PF stage, about 230ms/frame, because it needs to
recursively calculate weight for each particle which refers
complex image processing. The image size in the paper is
400×300. Computer has an Intel(R) Core (TM) Quad CP
U 2.66Hz processor and 4G memory. 
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Figure 8.  Time cost of our tracking system. 

VI.  CONCLUSION 

This paper firstly utilizes edge detection algortihm and 
skin color segmentation algorithm to get edge and binary 
image from hand image. On the other side get contour 
and silhouette from hand model by projection transform. 
Then an observation model based on these obtained fea-
tures is built to measure the similarity between hand state 
and observation. We use PF technology to track hand 
movement and apply the built observation model into 
calculating particle’s weight. This realizes tracking both 
local and globle hand movements. For testing the accura-
cy of our observation model, we compare it with 
Hausdorff distance-based observation model, experi-
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mental result shows that the accuracy of our observation 
model is higher than Hausdorff distance-based observa-
tion model. At the same time we introduce hand con-
straints to hand model to make sure the hand model is a 
reasonable gesture and reduce tracking degree of freedom. 
As the remainder DOFs of hand model are still very 
high(16 DOFs),  to evaluate optimal hand state still needs 
a large number of samples, at the same time our observa-
tion model needs complex image processing, the time 
cost will increase with the increasing of sample number, 
take into account the real-time we can only achieve track-
ing with limited DOFs. 
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