Improvement on PSO with Dimension Update and Mutation
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Abstract—Sub-dimension particle swarm optimization (s-dPSO) is proposed based on basic particle swarm optimization (bPSO). Each dimension of particle in s-dPSO is updated in turn. The dimensions with poor diversity would be mutated that is initialized again to improve the diversity of population and get global optimal solution when the algorithm is in the local convergence. Most Benchmark function get good result with s-dPSO which ability of optimization is better than bPSO.

Index Terms—s-dPSO, dimension, diversity, optimization

I. INTRODUCTION

Particle Swarm Optimization (PSO) was proposed based on bird foraging behavior by Dr Eberhart and Kennedy In 1995. PSO which attracts extensive attention from academics in recent years is a highly efficient search algorithms due to the simply concept, easy implementation, fast convergence and less parameters setting [1].

PSO is a heuristic and global optimal algorithm. The individuals in the bird flock adjust its next search direction and size according to the individual in the optimal position in the groups and the optimum position of its own history when the entire groups search for a target. The model of groups foraging behavior was designed to solve function optimization problems through the method of experiments and progressive correction step by step. PSO is easy to trap into the local convergence for the complex function optimization and cannot get the global optimal value.

There have been all kinds of improved algorithms based on different methods to improve the performance of convergence. Some scholars study on the parameters selection and optimization. Shi and Eberthart first introduced inertia weight in the velocity updating equations to extend the search space and improve the ability to explore new areas[2]. Chatterjee and Siarry presented to adjust inertia weight with nonlinear method[3]. Clerc presents a PSO with constriction factor algorithm similar to the maximum speed limit which can improve the convergence of the algorithm[4,5]. Monson improved location formula updating the particle location using Kalman filtering, which effectively reducing the number of iterations[6]. Asanga Ratnaweera and Cai presented study strategy to adjust acceleration coefficients respectively [7,8]. Some scholars analyze the influence to the performance of PSO from different topological structure and the correlation between topological structure and optimization problems systematically to describe the basic principle of population structure which provides the theory foundation for the population structure adjustment of PSO in given optimization problems. Suganthan provided a variable neighborhood operator PSO which introduced neighborhood operator to maintain the diversity of population. The neighborhood of particle is its own in the initial phase of algorithm running and the neighborhood would extend to the whole group gradually.
with the iteration. Krink and Vesterstroem set different target of different stages in the process of solving problem to improve the diversity of population. Some scholars study on the fusion of different algorithms, such as Genetic Algorithm, Artificial Immune Algorithm, Ant Colony Optimization, Artificial Bee Colony\cite{9,10,11,12,13}, Simulated Annealing and Chaos Optimization Algorithms\cite{14,15,16}. Other scholars study on the evolution strategy of PSO itself. Sun proposed modified particle swarm optimization with feasibility–based rules as constraint-handling mechanism\cite{17}. Ji Qiang Zhai and Ke Qi Wang proposed a Baldwin effect based learning strategy utilizes independent\cite{18,19}. Chen proposed particle swarm optimization with tournament selection\cite{20}. Shengli Song and Bing Lu proposed particle swarm optimization with feasibility–based rules as constraint-handling mechanism\cite{21}. Cai proposed particle swarm optimization with adaptive space mutation\cite{22}. Ji Qiang Zhai and Ke Qi Wang proposed biased learning strategy utilizes self-adaptation threshold. Cai proposed particle swarm optimization with adaptive space mutation\cite{23}. The importance of trapping into the local extreme value is that the differences between particles become smaller and all the particles clive to the particle in the best position which may not be the global optimal position in the process of iteration. The diversity of population is a main factor which affecting the performance of convergence\cite{24}.

This paper presents sub-dimension PSO (s-dPSO) which updates each dimension of particle instead of all dimensions meanwhile. When standstill occurs in the process of evolution, dimensions of particles in local convergence mutate which avoid blindness in evolution and improve the efficiency of algorithm.

II. PARTICLE SWARM OPTIMIZATION ALGORITHM

A. The Principle of Particle Swarm optimization Algorithm

PSO algorithm simulates the bird foraging behavior which is to achieve the goals through collective collaboration and competition among birds. In PSO, Each alternative solution is called a “particle” and many particles are in coexistence and cooperation for the optimal value similar to birds in search of food. At first PSO algorithm produces initial population, that is, randomly initiates a group of particles in the feasible solution space. Each particle is a feasible solution to optimization problems and fitness value is determined by the objective function. Each particle moves in the solution space and its direction and distance are determined by the speed. Particles usually move following the optimal one and get optimal solutions by iterative search. In each generation, particles trace two extremes; a Pbest is the optimal solution for the particle itself so far and another for the whole population so far to find the optimal solution for Gbest.

Mathematical description in PSO is as following: each single solution in the search space is a “bird” which can be called “particle”. There are n particles forming a population in a d-dimensional search space. Each particle i represent a possible solution and have a position vector xi, a velocity vector vi, and the best personal position pi encountered so far by the particle. PSO is initialized with a group of random particles and then searches for optima by updating generations. In each generation, each particle moves in the direction of its own personal best position pi, as well as in the direction of the global best position pg discovered so far by any of the particles in the population. As a result, pi and pg can be used to adjust their own velocities and positions. This means that if a particle discovers a promising new solution, all other particles will move closer to it. At each generation, the velocity and the position of a particle i is updated using Eq 1 and 2:

\[
v_{id}^{k+1} = \omega v_{id}^{k} + c_1 r_1 (p_{id} - z_{id}^k) + c_2 r_2 (p_{id} - z_{id}^k) \tag{1}
\]

\[
z_{id}^{k+1} = z_{id}^k + v_{id}^{k+1} \tag{2}
\]

Where w is the inertia weight and typically setup to vary linearly from 0.9 to near 0.4 during the course of an iteration run; c1 and c2 are acceleration coefficients; r1 and r2 are uniformly distributed random numbers in the range (0,1). The velocity vi is limited to the range \([v_{min}, v_{max}]\). Updating velocity in this way enables the particle i to search around its individual best position pi, and the global best position pg. The position zi is limited to the range \([z_{min}, z_{max}]\).

Iterative termination conditions according to the specific problem are maximum number of iterations or the optimum position searched meeting the minimum adaptation threshold.

B. Steps of Algorithm

The steps of bPSO is as follows:
1. Initialize the velocity and position of particles randomly.
2. Calculate the fitness value of particles.
3. The fitness of each particle should be compare with its own personal best position Pbest and if the value is better than Pbest, the new position would be the position as the current Pbest.
4. The fitness of each particle should be compare with global best position Gbest and if the value is better than Gbest, the new position would be the position as the current Gbest.
5. Velocity and position of particles should be adjusted by formula 1 and 2.
6. If it cannot meet the end conditions jump to 2.

III. SUB-DIMENSION PSO

The performance of most stochastic optimization algorithm get worse when dimensions increase. BPSO updates all dimensions of particle and gets a fitness value to determine the fitness of solution\cite{26}. The fitness value could estimate the quality of particle but not each dimension. In a three-dimension function which global optimum is \([0,0,0]\) and the initial value is \([1,1,1]\), the updated value is \([1.2,0.5,1.3]\) after one iteration. If the fitness value is better than before, the value of the first and third dimension get worse. BPSO is difficult to
ensure optimal direction of all dimensions in high dimensions function. The search space is divided into several dimensions to update and mutate to independently resolve this problem.

A. The Principle s-dPSO

One particle is a position vector in s-dPSO presented in this paper. Each dimension of the particle is updated in turn in D-dimension space.

\[ v_{id_{k+1}} = \omega v_{id_{k}} + c_1 r_1 (p_{id} - z_{id_{k}}) + c_2 r_2 (p_{gd} - z_{id_{k}}) \]

\[ z_{id_{k+1}} = z_{i1_{d}} + z_{i2_{d}} + \ldots (z_{iD_{d}} + v_{id_{k}+1}) + \ldots z_{iM_{d}} \]  

(3)

The velocity and position of particle is limited in a range. The value of each dimension is initialized with a given range at first. Once the value of dimension is out of the range when updated, the value would be reset.

The fitness of particle would be calculated after updating operation.

\[ z_{id_{k}} = z_{i1_{d}}, f(z_{id_{k}}) < f(z_{i1_{d}}) \]  

(5)

When all dimensions have been updated, \( z_{id_{k+1}} = z_{id_{k}} \) which can ensure the fitness of particle is not worse than the fitness of last iteration that is the particle is the best one of its history. The formula would be modified as follows

\[ v_{id_{k+1}} = \omega v_{id_{k}} + c_1 r_1 (p_{id} - z_{id_{k}}) \]

\[ z_{id_{k+1}} = z_{i1_{d}} + z_{i2_{d}} + \ldots (z_{iD_{d}} + v_{id_{k}+1}) + \ldots z_{iM_{d}} \]  

(6)

\[ z_{id_{k+1}} = z_{i1_{d}} + z_{i2_{d}} + \ldots (z_{iD_{d}} + v_{id_{k}+1}) + \ldots z_{iM_{d}} \]  

(7)

B. Diversity of s-dPSO

All particles pursue the global best particle in the optimization process. When particles sunk into the local convergence, it’s important to jump out the local convergence and look for the global extreme for particles. Local convergence occurs if the change of the fitness value is less than a predetermined threshold after several iterations.

The distribution of each dimension is different. The value of the same dimension would be close with the iterative process, so the value should be mutated to increase difference.

The dimensional diversity is defined by the standard deviation of dimension in particle to determine the aggregation degree of a dimension. S is the number of particles, \( x_{ij} \) is the value of j-dimension of particle i, and \( \bar{x}_{j} \) is the average value of j-dimension of all particles[27]. The diversity of j-dimension is as follows:

\[ d(j) = \frac{1}{2} \sum_{i=1}^{S}(x_{ij} - \bar{x}_{j})^2 \]  

(8)

The value of dimension should be mutated when sunk into the local extreme. Dimension mutating avoids blindness of particle mutating.

The standard deviation of each dimension is calculated and sorted from small to large. The dimension which standard deviation is sorted in the front would be mutated. The mutating operation is to initial the value of dimension instead of making a disturbance to the value of dimension. The particle is easy to trap into the local extreme again if disturbance is slight.

The steps of s-dPSO is as follows and flowchart is shown in figure 1:

1. Initialize the position and velocity of particles in swarm.
2. Calculate the fitness of particle and take the particle with highest fitness as gbest.
3. Update each dimension according formula(6)(7) and determine if update the value of dimension in the end.
4. Calculate the fitness of particle after updating all dimensions. If the value of fitness is better than gbest, gbest would be replaced.
5. Calculate the Standard deviation of each dimension and mutate the dimension which diversity is poor if the change of fitness is less than a predetermined threshold after several iterations.
6. Go to(3) if do not reach the end condition(good fitness or a preset maximum iterations).
IV. PERFORMANCE ANALYSIS AND EVALUATION OF S-DPSO

In order to balance the local and global search during the evolutionary process, a linearly varying inertia weight ($\omega$) is over the course of generations and value is in the range [0.4,0.9]. When $\omega$ changes from 0.9 to 0.4, the search space of particle changes from a wide space to a small space gradually. A large number of experiments proved that if $\omega$ linearly decrease in the iterations of the algorithm, the performance of convergence would be improved greatly. $c_1$ is a learning factor usually $c_1 = 2$.

Four typical Benchmark functions are selected to be test function[28].

$f_1$: Spherical
$$f_1(x) = \sum_{i=1}^{n} x_i^2$$
Spherical is a simple unimodal function. The optimum solution of spherical is easy to be achieved by most value optimization algorithms. Its simplicity is conducive to the research on dimensions of question in optimization algorithm. The variables in this function do not influence each other and the gradient information is always pointing to the global optimum. Its optimal state and value is $\min(f(x)) = f(0,\ldots,0) = 0$. Two dimensional Spherical function is shown in figure 2.

$f_2$: Ackley
$$f_2(x) = -20\exp\left(-0.2\sqrt{\frac{1}{n}\sum_{i=1}^{n} x_i^2}\right) - \exp\left(\frac{1}{n}\sum_{i=1}^{n} \cos(2\pi x_i)\right) + 20 + e$$
Ackley is a multimodal function with a lot of local optimal points and a global optimal point. No correlation between variables. Optimization algorithm is easy to trap into the local point in the global optimum paths. Its optimal state and value is $\min(f(x)) = f(0,\ldots,0) = 0$. Two dimensional Ackley function is shown in figure 3.

$f_3$: Rastrigin
$$f_3(x) = \sum_{i=1}^{n} (x_i^2 - 10 \cos(2\pi x_i) + 10)$$
Rastrigin is a multimodal version in Sphere functions. There are a large number of sine inflection point arrangement and deep local optimal point. No correlation between variables and the local optimal points wave with sine. Optimization algorithm is easy to trap into the local point in the global optimum paths. Traditional optimization algorithms are very difficult to find the optimal solution. Its optimal state and value is $\min(f(x)) = f(0,\ldots,0) = 0$. Two dimensional Rastrigin function is shown in figure 4.

$f_4$: Griewank
$$f_4(x) = \sum_{i=1}^{n} \frac{1}{4000} (x_i^2) + \prod_{i=1}^{n} \cos \left(\frac{x_i}{\sqrt{i}}\right) + 1$$
Griewank is a multimodal function and variables in it affect each other. There are a lot of local optimal points. Its optimal state and value is $\min(f(x)) = f(0,\ldots,0) = 0$. Two dimensional Griewank function is shown in figure 5.

Parameters setting of two algorithms are the same. The number of iterations is 1000. Four functions are set up for the 10 dimensions, the value of each dimension in F1 ranges from [-100,100], the value in F2, F3 and F4 ranges from [-10,10] and the target minimum value is 0. Parameter settings are shown in table 1.
The test on 4 Benchmark functions are executed 50 times respectively using two different algorithms. The comparison of algorithms performance is based on optimal solution, average optimal solution, the standard deviation of solution and convergence rate. The results are shown in table II to table V.

### TABLE I.
**TEST FUNCTION AND PARAMETERS SETTING**

<table>
<thead>
<tr>
<th>function</th>
<th>Value range</th>
<th>Population size</th>
<th>Convergence precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>[-100,100]</td>
<td>100</td>
<td>1E-10</td>
</tr>
<tr>
<td>F2</td>
<td>[-10,10]</td>
<td>100</td>
<td>1E-6</td>
</tr>
<tr>
<td>F3</td>
<td>[-10,10]</td>
<td>100</td>
<td>1E-6</td>
</tr>
<tr>
<td>F4</td>
<td>[-10,10]</td>
<td>100</td>
<td>1E-6</td>
</tr>
</tbody>
</table>

### TABLE II.
**TEST RESULTS ON OPTIMAL SOLUTION**

<table>
<thead>
<tr>
<th>function</th>
<th>algorithm</th>
<th>Optimal solution</th>
<th>Optimal iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>bPSO</td>
<td>7.997582E-11</td>
<td>360</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td></td>
<td>588</td>
</tr>
<tr>
<td>F2</td>
<td>bPSO</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>2.038835E-07</td>
<td>410</td>
</tr>
<tr>
<td>F3</td>
<td>bPSO</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>2.160583E-07</td>
<td>839</td>
</tr>
<tr>
<td>F4</td>
<td>bPSO</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>4.623512E-07</td>
<td>660</td>
</tr>
</tbody>
</table>

### TABLE III.
**TEST RESULTS ON AVERAGE OPTIMAL SOLUTION**

<table>
<thead>
<tr>
<th>function</th>
<th>algorithm</th>
<th>Average optimal solution</th>
<th>Average optimal iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>bPSO</td>
<td>8.453675E-11</td>
<td>875</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>7.143528E-11</td>
<td>435</td>
</tr>
<tr>
<td>F2</td>
<td>bPSO</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>6.224587E-07</td>
<td>660</td>
</tr>
<tr>
<td>F3</td>
<td>bPSO</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>5.372487E-07</td>
<td>1078</td>
</tr>
<tr>
<td>F4</td>
<td>bPSO</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>7.186932E-07</td>
<td>784</td>
</tr>
</tbody>
</table>

### TABLE IV.
**TEST RESULTS ON STANDARD DEVIATION**

<table>
<thead>
<tr>
<th>function</th>
<th>algorithm</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>bPSO</td>
<td>26453.12</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>68.31382</td>
</tr>
</tbody>
</table>

### TABLE V.
**TEST RESULTS ON OPTIMAL SOLUTION**

<table>
<thead>
<tr>
<th>function</th>
<th>algorithm</th>
<th>Convergence rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>bPSO</td>
<td>32%</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>100%</td>
</tr>
<tr>
<td>F2</td>
<td>bPSO</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>83%</td>
</tr>
<tr>
<td>F3</td>
<td>bPSO</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>38%</td>
</tr>
<tr>
<td>F4</td>
<td>bPSO</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>s-dPSO</td>
<td>51%</td>
</tr>
</tbody>
</table>

Convergence rate is to measure the convergence performance of algorithm. The result of the standard deviation is shown in table V. F1 could find the solution but the rate of convergence is only 32% in bPSO. When Benchmark functions are optimized by s-dPSO, all functions could find the optimal solution. The rate of convergence in F1 is 100% and other three function are 83%, 38% and 51%.

The curve of optimal value in bPSO and s-dPSO are shown in figure 6 to figure 9. Much important information could be learned from these figures. The functions of F3 and F4 are multimodal functions and bPSO could not find the global optimal value once trap into the local convergence. Because bPSO just trends to pbest and gbest particles in the process of evolution and has no strategies, it is difficult to jump out the local minimum value.

Dimensions with poor diversity in the process of evolution would be mutated in s-dPSO which ensure s-dPSO could jump out the local convergence and continue to look for the global optimal value. Figure 8 and figure 9 show the trend of curve. We can learn that the solution is achieved after several variations in s-dPSO.

![Figure 6. Curve of optimal value in bPSO and s-dPSO of F1](image-url)
V. CONCLUSION

BPSO is a randomized global optimization mechanism. In each generation, each particle moves in the direction of its own personal best position Pbest, as well as in the direction of the global best position Gbest discovered so far by any of the particles in the population. The population of particles tends to cluster together and decrease the diversity of population after a certain number of generations. BPSO is easy to be in the local convergence. S-dPSO is proposed in this paper. The dimension of a particle is updated in turn in s-dPSO. When particles are all in the local convergence, the dimensions in poor diversity would be mutated which avoid blindness of mutating and improve the efficiency of optimization. Through simulation the ability of optimization of s-dPSO is significantly better than the one of bPSO, especially in the case of multiple local extremes.
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