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Abstract—k-nearest neighbor (k-NN) needs sufficient labeled instances for training in order to get robust performance; otherwise, performance deterioration occurs if training sets are small. In this paper, a novel algorithm, namely ordinal semi-supervised k-NN, is proposed to handle cases with a few labeled training instances. This algorithm consists of two parts: instance ranking and semi-supervised learning (SSL). Using SSL, the performance of k-NN with small training sets can be improved because SSL enlarges the training set by including unlabeled instances with their predicted labels. Instance ranking is used to pick up the unlabeled instances that are included to the training set. It gives priority to the unlabeled instances that are closer to class boundaries because they are more likely to be correctly predicted (these instances are called high confidence prediction instances). Thus, SSL benefits from high confidence prediction instances; and k-NN classifiers with more instances in the training set have better performance than k-NN classifiers with fewer instances in the training set.

Index Terms—Instance ranking; semi-supervised learning; k-nearest neighbor; weighted mean

I. INTRODUCTION

The nearest neighbor rule (NNR) was originally proposed by Fix and Hodges [1] for solving discrimination problems in 1951. The theory behind the NNR is that an unlabeled instance in the input space is likely to have the same class as its close instances. Under this rule, the nearest neighbor (1-NN) classifier, a supervised learning algorithm, identifies a class of an unlabeled instance by finding its closest training instance, taking note of its class, and predicting this class for the unlabeled instance. Instead of looking at one nearest instance only, the k-nearest neighbor (k-NN) classifier aims to find k closest instances in the training set and carries out the k nearest neighbor rule (kNNR), typically by the majority voting for the conventional k-NN, to make a prediction decision. In fact, the nearest neighbor classifier is a special case of k-NN if k = 1. In references [1] and [2], it is concluded that k-NN reaches the optimal performance if k is chosen as the number of classes in the training set.
Bayes probability of error $R^*$ in such a manner that $k/N \rightarrow 0$ if underlying probability distributions are assumed on the training set. Later on Cover and Hart [3] proved that the asymptotic optimality of the 1-NN is in the following interval,

$$R^* \leq R_{NN} \leq R^* \left(2 - \frac{L}{L-1}R^*\right),$$

where $R_{NN}$ is the 1-NN probability of error. They also pointed out that the nearest neighbor contains half classification information within an infinite training set. From Eq. (1), 1-NN reaches asymptotic optimality the same as the optimal Bayes probability of error if $R^*=0$. In such condition, class boundaries are clearly separated with each other, and no instances from different classes overlap. Considering joint distribution cases, k-NN was proposed to address the sub-optimality problem of NNR [4]. Mathematically, the algorithm of k-NN can be expressed as

$$\text{class}(x) = \arg \max_{j=1,2,...,k} f(x, NN_j(x)) \delta(\text{class}(NN_j(x)), j),$$

where $\delta(i, j)$ is the Kronecker Delta Function defined as

$$\delta(i, j) = \begin{cases} 1, & i = j \\ 0, & \text{otherwise} \end{cases},$$

which returns one if the two inputs are identical and zero; otherwise, $f(x,z)$ is a voting weight function that defines how much impact of a nearest neighbor $z$ on $x$. For example, $f(x,z)$ is specified as $f(x,z) = \delta(\text{class}(x), \text{class}(z))$, which means that k-NN assigns an equal weight of one to each of the k nearest neighbors for the majority voting.

As a very popular classification technique, k-NN has been well studied in the past and widely applied to fields such as text processing [5] and fault diagnosis [6]. Reported studies on k-NN can be roughly grouped into three topics: on similarity measurement, on k nearest neighbor rule (kNNR), and on computation cost.

Conventional metrics for similarity measurement of k-NN [7] include the Minkowski distance, Euclidean distance, Manhattan distance, and Chebyshev distance. A few new methods of similarity measurement have been proposed recently. Wang et al. [8] developed an adaptive distance metric to improve the performance of k-NN. Yu et al. [9] extended the kernel method into the k-NN and termed it as kernel distance metric. Lei et al. [6] proposed a feature-weighted method (TFSWT) that weights each feature differently to overcome the shortcomings of feature scaling sensitivity. The kNNR, the second topic on k-NN, is a strategy of prediction using k nearest neighbors. It is so critical to the performance of k-NN that attracts attentions from many researchers. The majority voting, one of the most popular and intuitive kNNRs, assigns an unlabeled instance a class that has a majority vote among k nearest neighbors. Dudani [10] proposed a distance-weighted function that weights the nearest neighbors closer to the unlabeled instance more heavily than others. The function is expressed as

$$f(x,z) = \begin{cases} 1 & d(x, NN_j(x)) = d(x, NN_j(x)) \\ d(x, NN_j(x)) - d(x, z) & \text{otherwise} \end{cases}.$$
the intrinsic structure of the given problem. The performance of classifiers, therefore, can be improved.

The rest of the paper is structured as follows. Section II detailed introduces instance ranking and how it works with SSL in the proposed ordinal semi-supervised k-NN. Section III illustrates the idea of the proposed algorithm using simulated datasets and validates the proposed algorithm using benchmark datasets; Conclusions are made in Section IV.

II. THE ORDINAL SEMI-SUPERVISED K-NN

As stated in Section I, k-NN suffers from poor classification performance if the training data is limited. To alleviate this problem, the ordinal semi-supervised k-NN is proposed, as shown in Fig. 1. The proposed method contains two parts: instance ranking and semi-supervised learning. In the first part, instance ranking, unlabeled instances are sorted by their distances to class boundaries that are estimated on the training set. The second part called semi-supervised learning continues to predict the top one unlabeled instance until all the unlabeled instances are classified. In another words, the instance of the top one ranked in the first part is classified. In another words, the instance ranking and semi-supervised learning cooperate to predict the labeled instances with limited training data.

A. Instance Ranking

Instance ranking aims to rank unlabeled instances by their relative distances to class boundaries. Weighted mean is a tool to represent the class boundary. That is, the distance between an unlabeled instance and its corresponding weighted mean of class is an approximate measurement of the distance to the boundary of class . Compared with the nearest neighbor, the weighted mean is more robust to detect class boundaries particularly if the nearest neighbor is an outlier, because it considers not only the nearest neighbor but also other instances in a class. The weighted mean was first used in [18] and [19] for the nonparametric weighted feature extraction.

Consider a given dataset having classes, and in class having unlabeled instances has instances. The weighted mean of an unlabeled instance in class is defined as

\[ M_j(x) = \frac{1}{N_j} \sum_{i=1}^{N_j} \omega(x, x^{(i)}) x^{(i)}_j, \]

where \( \omega(x, x^{(i)}) \) is the weight of \( x^{(i)} \) with respect to \( x \), and it is defined as

\[ \omega(x, x^{(i)}) = \frac{\kappa(x, x^{(i)})}{\sum_{i=1}^{N_j} \kappa(x, x^{(i)})}, \]

where \( \kappa(x, z) \), the Gaussian radial basis function (Gaussian RBF), denotes an evaluation function for the distance between \( x \) and \( z \), and it is expressed as

\[ \kappa(x, z) = \exp\left(-\frac{d(x, z)^2}{2\sigma^2}\right), \]

where \( 0 < \sigma < \infty \), and \( 0 < \kappa(x, z) \leq 1 \).

An example in Fig. 2 illustrates how to calculate the weighted mean. Class 1 and class 2 are marked with red and green colors, respectively. Each class has four labeled instances for training, denoted as \( x_1^{(1)} \) and \( x_1^{(2)} \), respectively, where \( 1 \leq i \leq 4 \). \( x \) is one unlabeled instance. First, we calculate distance \( d(x_1^{(i)}, x_j^{(i)}) \) between \( x \) and every labeled instance \( x_j^{(i)} \), where \( i = 1, 2, 3, 4 \). Second, the weight \( \omega(x_1^{(i)}, x_j^{(i)}) \) is available after evaluating distances between \( x \) and every instance in class 1 by \( \kappa(x, z) \) with a predefined \( \sigma \). At last, the weighted mean \( M_1(x) \) is computed according to Eq. (5). From Fig. 2, we notice that the distance between \( x \) and \( M_1(x) \) is kind of orthogonal distance to the corresponding class boundary. The weighted mean of \( x \) with respect to class 2, \( M_2(x) \), is obtained following the same procedure.

Sigma, \( \sigma \), in the Gaussian RBF is important to the weighted mean because it changes weight distribution among instances. Exceptionally, the weighted mean becomes the arithmetic mean, that is,

\[ M_j(x) = \frac{1}{N_j} \sum_{i=1}^{N_j} x_j^{(i)}, \]

if \( \sigma \to \infty \). It is because \( \kappa(x, z) \to 0 \) if \( \sigma \to \infty \), and then \( \omega(x_1^{(i)}, x_j^{(i)}) \) tends to be identical of 1/\( N_j \) for \( 1 \leq i \leq N_j \). Let us take an example to illustrate the impact of sigma in the weighted mean. Suppose \( x_1^{(1)}=(2,3) \), \( x_1^{(2)}=(1,2) \), \( x_1^{(3)}=(2,1) \), \( x_1^{(4)}=(3,2) \), \( x_1^{(1)}=(5,4) \), \( x_1^{(2)}=(4,3) \), \( x_1^{(2)}=(5,2) \), \( x_1^{(2)}=(6,3) \), and \( x=(2.5,4) \) in Fig. 2. The weight distribution and Euclidean distances between an unlabeled instance \( x \) and eight training instances are shown in Fig. 3. Three different values, \( \sigma=0.5, 1.0, 5.0 \), are considered in computing the weight distribution of \( x \). No matter what the value of sigma is, the nearest neighbor is always weighted heaviest because \( \kappa(x, z) \) is monotonic with respect to \( d(x, z) \), such as \( x_1^{(1)} \) in class 1.
and $x_2^{(2)}$ in class 2. $\kappa(x, z)$ with a smaller sigma weights the nearest neighbor more than that with a bigger sigma, such as $x_1^{(1)}$ with sigma = 0.5 and sigma = 5.0. In a word, a small sigma comes with discriminant weights among a class while a big sigma tends to evaluate instances in a class identically.

A distance factor (DF) is then proposed to represent the relative closeness of the unlabeled instance $x$ to its closest class boundary among all the boundaries measured by the weighted means. It is defined as

$$DF(x) = \frac{d(x, M(x))}{\sum_{i=1}^{L} d(x, M_i(x))},$$

where $0 \leq DF \leq 1/L$. There are $L$ distances between $x$ and $L$ class boundaries. The distance factor is the minimum one after normalized by the summation of $L$ distances with respect to $x$. So far we have a measurement of DF that indicates how close of an instance to its nearest class boundary. A smaller DF implies that the instance is closer to its nearest class boundary. If all DFs of unlabeled instances are ready, they are sorted in ascending order and ready to be used in the next step.

B. Semi-supervised Learning

Semi-supervised learning is a framework of algorithms proposed to improve the performance of supervised algorithms through the use of both labeled and unlabeled data. Semi-supervised learning needs great effort and cost to label large amount of training data [20]. Generally, semi-supervised learning may be achieved by either co-training or self-training [21]. Co-training assumes that features can be divided into two independent sets, and each subset is sufficient to train a classifier. Two classifiers are trained on two views separately so that classifiers can help with each other by adding one’s most confidence prediction instance into the other’s training set. Assumptions of co-training are too strict to be satisfied in practice particularly in cases with a few training data. Moreover, co-training is complicated because more than one classifier is involved in classification. On the other hand, self-training is simple to achieve because it uses only one classifier to train and select high confidence instances in the unlabeled set. In this work, we implement SSL by the self-training approach. The only classifier used is k-NN. Following the principles of self-training, we define a confidence measure in prediction, confidence factor (CF), that is mathematically expressed as

$$CF(x) = \frac{\sum_{i=1}^{k} \delta_{\text{class}(NN_i(x)), \text{class}(x)} d(x, NN_i(x))}{\sum_{i=1}^{k} d(x, NN_i(x))},$$

where class($x$) is the label predicted by Eq. (2) using the majority voting; $0 \leq CF \leq 1$. In other words, CF is a summation of the distances between the unlabeled instance ($x$) and those same-class neighbors within the group of the $k$ nearest divided by a summation of distances between the unlabeled instance and all those $k$ nearest neighbors whether in the same class or not. If CF has a large value, there is a strong evidence to trust the predicted class of the unlabeled instance.

The rule of self-learning is that an unlabeled instance is considered as a high confidence instance and added to the training set if its CF is greater than or equal to a predefined threshold denoted by $CF_{min}$. Once the high confidence instances are added into the training set, it is considered the same as the initial training instances. By involving more unlabeled instances and their predicted labels, the training set is updated iteratively, and class boundaries are thus updated as well. In the next iteration, instance ranking is repeated on the current unlabeled and training sets. k-NN makes a prediction for the next unlabeled instance of top ranking on the latest training set.

C. Algorithm Summary

<table>
<thead>
<tr>
<th>Pseudo Codes of the Ordinal Semi-supervised K-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INPUT:</strong> Specify the values of parameters: $\sigma$, $CF_{min}$, and $k$;</td>
</tr>
<tr>
<td><strong>OUTPUT:</strong> The predicted labels of unlabeled instances;</td>
</tr>
<tr>
<td><strong>MAIN ALGORITHM</strong></td>
</tr>
<tr>
<td>For index of unlabeled instances $i = 1, 2, \ldots, N_u$, $% N_u$ refers to the number of the initial $U_i$</td>
</tr>
<tr>
<td>Module 1;</td>
</tr>
<tr>
<td>Module 2;</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>

**Module 1: Instance Ranking**

1.1 For class index $j = 1, 2, \ldots, L$
1.1.1 Calculate $d(x, x_{i0})$, the Euclidean distance between each unlabeled instance $x$ in $U_i$ and each instance of class $j$ in $U_i$;
1.1.2 Calculate the corresponding weights $a_j(x, x_{i0})$;
1.1.3 Calculate the weighted mean for each instance $x$ in $U_i$ with respect to class $j$;
End

1.2 Compute the distance factor $DF(x)$ by Eq. (9);
1.3 Sort all the DF values in ascending order and return the top ranking instance possesses the smallest DF;

**Module 2: Semi-Supervised Learning**

2.1 Predict the class of current instance $x$ of top ranking in Module 1 by Eq. (2);
2.2 Compute confidence factor of $x$, $CF(x)$ using Eq. (10);
2.3 If $CF(x) \geq CF_{min}$
2.3.1 $U_j = U_j \cup x$;
2.4 $U_s = U_s \cup x$; $\%$ remove $x$ from $U_s$
The pseudo codes of the proposed method are summarized in TABLE I. Basically instance ranking and semi-supervised learning are implemented by Module 1 and Module 2, respectively. Instance ranking finds the top one instance of unlabeled according to the distance factor. Then the top one instance is classified by SSL and is determined whether it is added to the training set with its predicted label. The number of iterations is the number of unlabeled instances, that is, \( N_u \). In the next section, we illustrate the algorithm visually on simulated datasets and compare it with other methods.

### III. EXPERIMENTAL RESULTS

In this section the proposed method is applied to two groups of datasets. The first group contains two simulated datasets of two-dimensional which are used to visually illustrate the mechanism of the ordinal semi-supervised k-NN. The second group contains four benchmark datasets which are used for validation of our algorithm in the practical application. Experimental results and discussions are given below.

#### A. Experiment 1: The Simulated Datasets

Two simulated datasets are artificially generated to visually illustrate the mechanism of the proposed method. One is a two-class and Gaussian distributed dataset, where the mean of two classes are \([2, 5]^T\) and \([6, 5]^T\), respectively, and the standard deviations of two classes are both \([1, 2]^T\). The other is the well-known two-moon dataset [22] which is non-Gaussian distributed. We use two half circles to simulate the dataset: one is with a center of \([6, 5.5]^T\) and radius of 5, the other is with a center of \([11, 6.5]^T\) and radius of 5. Two datasets are summarized in TABLE II.

<table>
<thead>
<tr>
<th>No.</th>
<th>Dataset</th>
<th>Classes</th>
<th>Instances</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Simulated dataset #1</td>
<td>2</td>
<td>400</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Simulated dataset #2</td>
<td>2</td>
<td>102</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 4 shows six intermediate iterations on the simulated dataset #1: 0\(^{th}\) iteration, 80\(^{th}\) iteration, 160\(^{th}\) iteration, 240\(^{th}\) iteration, 320\(^{th}\) iteration, and 398\(^{th}\) iteration (the last iteration). White curves are decision boundaries of the current iteration. Colors indicate the class of instances, for example, red is of class 1 while green is of class 2. Instances with big size dots are used as training instances while others with small dots are considered as unlabeled instances. A circle around a dot means the instance is predicted already, and the color of circles indicates the predicted class. At 0\(^{th}\) iteration, two instances are in the training set: one red instance is for class 1, and one green instance is for class 2. The rest 398 (400-2) instances are considered to be unlabeled. 1-NN is the classifier used here. According to the class boundary in Fig. 4 (a), there are lots of instances wrongly predicted since the decision boundary of 1-NN is exactly in the middle of the two training instances. After 80 iterations, in Fig. 4 (b), the decision boundary is slightly changed, and prediction is conducted to instances along class boundaries. In Fig. 4 sequential prediction continues until 398\(^{th}\) iteration. The decision boundary evolves by aid of the ordinal semi-supervised k-NN and unlabeled instances. It is eventually representative enough for the structure of the simulated dataset #1 in the last iteration shown in Fig. 4 (f).

Fig. 5 shows intermediate results on the simulated dataset #2 that is the two-moon dataset. Unlike the simulated dataset #1, distributions in this dataset are non-Gaussian. The same as the case of the simulated dataset #1, only two training instances are selected in the 0\(^{th}\) iteration, so the rest 100 (102-2) instances are used as the unlabeled instances. The decision boundary, similarly in the simulated dataset #1, continues to update itself by extracting and absorbing information from unlabeled sets. At the last iteration, the 100\(^{th}\) iteration shown in Fig. 5 (f), the decision boundary could be good enough for the following prediction. That is, a good model is generated then.

![Fig. 4. Intermediate boundary change on the simulated dataset #1, classifier: 1-NN](image)
From two cases studied above, it demonstrates that the ordinal semi-supervised k-NN has the ability to improve the performance of k-NN by using unlabeled sets if a few training instances are available, such as in the simulated dataset #2 only one training instance available for one class. Its effectiveness is proved not only on Gaussian distributed cases, such as the simulated dataset #1, but also on non-Gaussian distributed cases, such as the simulated dataset #2. Before applying our algorithm, assumptions [22] are made on it like other techniques of SSL, and they are:

1. The Smooth Assumption (SA). It states instances in high density region should have similar labels, that is, labels should change in low density regions;

2. The Cluster Assumption (CA). It says two instances from the same cluster should have similar labels;

3. The Manifold Assumption (MA). It presumes data lies roughly on a low-dimensional manifold.

We demonstrate the effectiveness of the proposed method in this section, and in next section the proposed method is applied to practical benchmark datasets.

B. Experiment 2: The Benchmark Datasets

The ordinal semi-supervised k-NN, namely method 1, is compared with two other varieties of k-NN: the semi-supervised k-NN and the conventional k-NN, namely method 2 and method 3, respectively. The difference between method 1 and method 2 is that method 1 is implemented with instance ranking while no instance ranking, or random ranking, is implemented in method 2. The k-NN classifier is implemented by knnclassify from the Bioinformatics Toolbox of MATLAB. The parameters in the three methods are predefined as follows: \( \sigma = 1 \), \( k = 1 \), \( CF_{\text{min}} = 1 \). These three methods are compared with each other on four benchmark datasets downloaded from the University of California Irvine (UCI) repository [23]. They are summarized in TABLE III.

**TABLE III. SUMMARY OF BENCHMARK DATASETS**

<table>
<thead>
<tr>
<th>No.</th>
<th>Dataset</th>
<th>Classes</th>
<th>Instances</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vehicle</td>
<td>4</td>
<td>846</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>Ionosphere</td>
<td>2</td>
<td>351</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>Parkinson</td>
<td>2</td>
<td>195</td>
<td>22</td>
</tr>
<tr>
<td>4</td>
<td>Wine</td>
<td>3</td>
<td>178</td>
<td>13</td>
</tr>
</tbody>
</table>

We split each dataset in TABLE III into two subsets because of limited instances available in the datasets, one is considered as a labeled set for training; the other, although it is labeled, is considered as an unlabeled set for SSL. In method 3, unlabeled sets are directly used to test method 3. In method 2 and method 3, after applying SSL on the unlabeled set, unlabeled sets, considered as test sets, are re-used to test these two methods. The K-fold cross-validation technique is used to do data partitioning. The capital K is a specified integer from 2 to 10. For each K value, one fold is used for unlabeled sets and the other K-1 folds are used for initial training sets, totally there are K combinations of selecting one out of K. We run the computer programs for each combination, obtain the classification accuracy of each run, and then average them. Classification accuracy is the only measurement for evaluating performance of methods. It is calculated with the test set by 0-1 loss function. That is to say, classification accuracy is the ratio between the total number of truly predicted instances in the test set and the total number of the test unlabeled set. A labeled ratio is defined by the size of training set divided by all instances, i.e. (K−1)/K in this case. Since K ranges from 2 to 10, the ratio ranges from 1/2 to 9/10, namely, 1/2, 2/3, 3/4, ..., 9/10. Next, we do the same procedure as above except considering one fold as the training set and the rest K−1 folds as the unlabeled set. The labeled ratio is therefore calculated by 1/K and has a range from 1/10 to 1/2, namely, 1/10, 1/9, 1/8, ..., 1/2. If all calculations are completed, we have 17 average values of classification accuracy with respect to 17 ratios from 1/10 to 9/10.

![Figure 6. Classification accuracy on the Vehicle dataset](image)

![Figure 7. Classification accuracy on the Ionosphere dataset](image)
Results are provided in Fig. 6 to Fig. 9 in terms of classification accuracy of three methods at different ratios. We need to compare the results on the case of the labeled ratio $>1/2$ (large training datasets) and the case of the ratio $\leq 1/2$ (small training datasets). From Fig. 6 to Fig. 9, it can be said that method 1 outperforms other two methods if the ratio ranges from 1/10 to 1/2 (i.e. small training sets). The conventional k-NN is sensitive to the ratio and deteriorates a lot as mentioned in section I if the ratio is smaller than 1/2. With a small ratio (i.e. small training sets), the training set is insufficient and are not capable of providing enough knowledge for a robust performance in classifying the test set. Comparing with the conventional k-NN, use of the semi-supervised k-NN improves the classification accuracy. In general, classification accuracy of the semi-supervised k-NN, however, is inferior in comparison with the proposed method, as the latter benefited from the use of a sequential unlabeled set. If the ratio $>1/2$, classification accuracy of three methods is quite comparable. This clearly shows that the proposed method is advantageous for small training sets and not for large training sets.

Table IV provides two statistical measures of classification accuracy for insufficient cases (i.e. ratio $\leq 1/2$), namely the mean (MEAN) and the standard deviation (STD). Both the mean and the standard deviation are calculated over the nine averaged values of classification accuracy corresponding to nine ratios less or equal to 0.5. It can be seen that the proposed method possesses not only the highest mean of the accuracy but also the smallest standard deviation on any of the four datasets, which also demonstrates the effectiveness of the proposed method in insufficient cases.

### IV. CONCLUSIONS

In this work, we propose a classification method named the ordinal semi-supervised k-NN to deal with insufficient training instances. The proposed method is a nonparametric classification approach and includes two parts, namely instance ranking and semi-supervised learning. By instance ranking, a sequential unlabeled set is obtained. By semi-supervised learning, the top ranking instance is classified and included into the training set with its predicted label if it is considered as the high confidence instance. The proposed method works for both Gaussian and non-Gaussian distributed cases. Experimental results on four benchmark datasets demonstrate that the proposed method outperforms the conventional k-NN and the semi-supervised k-NN especially if the training instances are insufficient (ratio $\leq 1/2$), and it is comparable with the other two methods if training sets are sufficient (ratio $>1/2$). But the proposed method requires more computational time than the conventional k-NN because the training set continuously increases while it is fixed in the conventional k-NN.
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