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Abstract—Particle filter algorithm is a filtering method 
which uses Monte Carlo idea within the framework of 
Bayesian estimation theory. It approximates the probability 
distribution by using particles and discrete random measure 
which is consisted of their weights, it updates new discrete 
random measure recursively according to the algorithm. 
When the sample is large enough, the discrete random 
measure approximates the true posteriori probability 
density function of the state variable. The particle filter 
algorithm is applicable to any non-linear non-Gaussian 
system. But the standard particle filter does not consider the 
current measured value, which will lead to particles with 
non-zero weights become less after some iterations, this 
results in particle degradation; re-sampling technique was 
used to inhibit degradation, but this will reduce the particle 
diversity, and results in particle impoverishment. To 
overcome the problems, this paper proposed a new particle 
filter which introduced genetic algorithm and particle 
swarm optimization algorithm. The new algorithm is called 
intelligent particle filter (IPF). Driving particles move to the 
optimal position by using particle swarm optimization 
algorithm, thus the numbers of effective particles was 
increased, the particle diversity was improved, and the 
particle degradation was inhibited. Replace the re-sampling 
method in traditional particle filter by using the choice, 
crossover and mutation operation of the genetic algorithm, 
avoiding the phenomenon of impoverishment. Simulation 
results show that the new algorithm improved the 
estimation accuracy significantly compare with the standard 
particle filter.  
 
Index Terms—Particle Filter; Particle Swarm Optimization; 
Genetic algorithm; Particle Degeneracy; Particle 
Impoverishment 
 

I.  INTRODUCTION 

Particle filter algorithm [1] is suitable for nonlinear, 
non-Gaussian system, thus it is concerned by more and 
more researchers and it has become one of the hot topics 
in the field of filtering. Because it has the stable, fast, 
efficient filtering performance, and other filtering 
algorithm can not compare with it, the particle algorithm 
has been widely used in target tracking [2], fault 
diagnosis [3], economic forecasting [4] and other fields. 

Particle filter algorithm began in the 1950s and it was 
called “sequential importance sampling” (ISI).It 
approximated the probability distribution by using 
discrete random measure, and it has been applied to the 
field of physics and engineering. However, ISI algorithm 
had no much progress because of its computational 
complexity and degradation. Until 1993, Gordon 
proposed re-sampling concept to overcome the 
degradation of the algorithm, the first operational Monte 
Carlo filter appeared. Modern computing technology 
enables the Monte Carlo filtering method develops 
rapidly. Monte Carlo filtering methods were known as the 
bootstrap, survival of the fittest, condensation algorithm 
in different fields. Sequential Monte Carlo method is 
known as the particle filter. In recent years, with the 
development of modern computing technology and 
particle itself has great potential, both these make particle 
filter become a very active research area. A lot of 
researches have been devoted into the study of the 
particle filter. People have achieved certain results, and 
made an important contribution to the improvement of 
the particle filter. Various improved particle filter 
methods were proposed. 

Particle filter algorithm is a filtering method which 
uses sequential Monte Carlo within the framework of 
Bayesian estimation theory. Its essence is to approximate 
the associated probability distribution using discrete 
random measure which is consisted of particles and their 
weights, and updating discrete random measure 
recursively according to the algorithm. However, the 
traditional particle filter does not take into account the 
current measurement, this makes particles sampled from 
the importance density function are quite different from 
the particles sampled from the real posterior probability 
density function. When the variance of importance 
weights is increasing with time, the weight concentrates 
on a small number of particles, and the weights of other 
particles are very small, we can even neglect these 
particles, so that a large number of calculations are 
wasted on the particles that do not work on the estimation, 
thus the particle set can not express the true posterior 
probability distribution, which is called particle 
degradation [5]. In order to overcome the particle 
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degradation, researchers use the re-sampling method, 
which removes the particles with smaller weights, 
copying particles with larger weights, this will produce 
the particle impoverishment [6]. Aiming at the above two 
problems, researchers have put forward a number of 
improvements. Unscented particle filter[7] uses 
unscented Kalman filter to generate the importance 
density function, because the introduction of the latest 
measurement value, thereby improving the performance 
of the particle filter, but also increasing the amount of 
computation greatly. Regularized particle filter[8] 
calculate the posterior probability in a continuous way by 
introducing the nuclear density function and nuclear 
bandwidth coefficient, but it is only a suboptimal filtering 
method. Particles swarm optimization particle filter has 
been proposed in Ref. [9], it drives the particles to the 
high likelihood region, thus improves particle degradation 
phenomenon to a certain extent, but it did not overcome 
the particle impoverishment completely. Genetic 
algorithm has been introduced into the particle filter [10], 
it improves the utilization of particles, overcoming the 
particle impoverishment, but the improvement of particle 
degradation is not obvious.  

This paper proposed a particle filter based on 
intelligence algorithm. We use PSO algorithm to make 
the particles find the optimal position, drive particles to 
high likelihood area, inhibit the particles degradation; and 
then genetic algorithm is introduced into the particle filter 
to replace the re-sampling, avoid the phenomenon of 
particles degeneration, increase particle diversity, 
improve utilization of particles through selection, 
crossover and mutation operations, thus inhibiting 
particle degradation and improving the filtering 
performance further.  

 The rest of this paper is organized as follows. We give 
a brief description of standard particle filter in Section 
Ⅱ .Then the new particle filter improved by genetic 
algorithm and particle swarm optimization algorithm is 
presented in Section Ⅲ . In Section Ⅴwe provide the 
experimental results. Finally, the conclusion is presented 
in Section Ⅵ. 

II. THE STANDARD PARTICLE FILTER ALGORITHM 

The particle filter is developed based on the framework 
of Bayesian theory [11]. Assume that the dynamic time-
varying system description as follows: 
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If the initial probability density function of the known 
state is ( ) ( )0 0 0p x z p x= , the state prediction 

equation is  

1: 1 1 1 1( ) ( ) ( 1: 1)k k k k k kp x z p x x p x z k dx− − − −= −∫       (2) 
State update equation is  
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Where 1: 1 1: 1( ) ( ) ( )k k k k k k kp z z p z x p x z dx− −= ∫ . 

Eq.(2)and Eq.(3)describe the basic idea of the optimal 
Bayesian estimation. It is a recursive method of obtaining 
the posterior probability, but the integral in (2) can only 
obtain the analytical solution in some dynamic system.  

The core technology of the particle filter is Monte 
Carlo method, which is also known as the stochastic 
simulation method, it can transform the calculus into 
summation of the limited sample points. If we can draw 
N independent identical distributed samples 

{ }0: ; 1, ,i
kx i N= L  from 0: 1:( )k kp x z , then the PDF of the 

state can approach  
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Where ( ) Diracδ δ−� , and the weights meet 
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converges to 0: 1:( )k kp x z . 
Particle filter is a recursive Bayesian estimation 

algorithm which achieves through non-parametric Monte 
Carlo method. The particle filter algorithm consists of 
two basic parts, one is sequential importance sampling, 
and the other is sampling importance re-sampling. 

Sequential importance sampling can not sample 
directly from the PDF of the state usually, the Bayesian 
importance sampling method is that draw N samples 

{ }0: ; 1,...,i
kx i N=  from ( )0: 1: 1k kq x z − , which is an 

easy-to-sample distribution function, the PDF of state 
approach: 
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Where 0: 1:

0: 1:
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∝  is importance weight. For 

recursive estimation, we select the importance 
distribution function as follows:  

0: 1: 0: 1 1: 0: 1 1: 1( ) ( , ) ( )k k k k k k kq x z q x x z q x z− − −=    (6) 

Draw sample i
kx  from ( )0: 1, 1:

i
k k kq x x z− , and the 

importance weight is  

1
1

0: 1 1:

( ) ( )

( , )

i i i
k k k ki i

k k i i
k k k

p z x p x x
w w

q x x z
−

−
−

∝               (7) 

Then normalize the importance weights, we can obtain a 
set of weighted samples{ }0: ˆ, , 1, ,i i

k kx w i N= ⋅⋅⋅ , the PDF 

of the state can calculate according to equation (7), which 
is known as sequential importance sampling.  
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Particle degradation is the common problem of SIS 
algorithm, which is that the value of particle’s weight is 
likely to become one after a number of iterations, and the 
rest of the weights are likely to zero, which does not work 
on the estimation of the state. The most effective way to 
reduce the impact of this phenomenon is to choose the 
good importance distribution function and use re-
sampling method. To reduce the weights, a key step is the 
choice of the importance of the distribution function, 
under the conditions of 0: 1

i
kx −  and 0: 1kz − , the distribution 

which make the weights minimum is 

0: 1 1: 1( , ) ( , )i i i i
k k k k k kq x x z p x x z− −= , which is called the 

optimal importance distribution function, a simple 
importance distribution function is the prior transition 
distribution of the state , it is 1( )k kp x x − , and which is 
called Bootstrap particle filter. 

Sampling importance re-sampling [12] is another 
method to solve the degradation of the SIS algorithm. It 
can eliminate the samples which have low importance 
weights, while increase the samples which have high 
importance weights. Replace sampling evenly from set 

{ }0: ; 1,...,i
kx i N= according to{ }; 1,...,i

kw i N= , map 

the weighted random measure { }0: ,i
k kx w to the weighted 

random measure { }10: ,i
kx N − . A priori probability 

density function 1( )i
k kp x x − is as the importance density 

function, and 1 ( )i i i
k k k kw w p z x−= at this time. The 

introduction of re-sampling overcomes the particle 
degradation in the particle filter, which make PF applied 
in many areas. However, reproducing particles with 
larger weights, and removing the particles with smaller 
weights in re-sampling process, which make the diversity 
of particles decreases, and lead to lower filtering 
performance and even divergence.  

III. PARTICLE FILTER ALGORITHM BASED ON 
INTELLIGENT ALGORITHMS 

A. Particle Swarm Optimization 
Particle Swarm Optimization (PSO) is proposed by 

American social psychologist Kennedy and electrical 
engineer Eberhart in 1995[13]. Particle swarm 
optimization algorithm has the characteristics of 
evolutionary computation and swarm intelligence. 
Kennedy and Eberhart found that it was a good 
optimization tool. Similar to the other algorithms, PSO 
algorithm achieves the optimal solution when searches in 
the complex space through collaboration and competition 
between individuals. PSO generates an initial population 
at first, that is to determine an adjustment value in the 
feasible solution space. Each particle will move in the 
solution space, and determine the particle’s direction and 
distance by a speed. The particles will move follow the 
current optimum particles, and get the optimal solution by 

iterative searches. In each generation, the particle will 
track two extreme values, one is the optimal solution that 
the particle itself finds so far, and the other is the optimal 
solution that the whole population finds so far. Kennedy 
and other researchers adopted the title of “particles” was 
a compromise consideration. If the quality and volume of 
the group members is very small, the particles can be 
called “points”. 

PSO algorithm is an effective global optimization 
algorithm, it operates based on the fitness value of the 
particles, guiding optimization searching by co-operation 
and competition between the particles. These particles 
without weights and volume, they fly in N-dimensional 
space at a certain speed, and their speed adjusts 
dynamically according to individual flying experience 
and flying experience of the group. The substance of the 
PSO algorithm is that guide the next iteration position of 
the particles by using their information, and the 
information of their individual extreme and global 
extreme [14].  

PSO algorithm can be expressed as follows: initialize a 
particle swarm consisted of a set of m particles, the 
position of the ith particle in the n-dimensional space can 
be expressed as 1 2( , , , )i i i inX x x x= L , the speed can be 
expressed as 1 2( , , , )i i i inV v v v= L . 1 2( , , , )i i i inP p p p= L  is 
the optimal location of the ith particle experienced, while 

1 2( , , , )i nG g g g= L is the optimal position of the particle 
swarm. When the two extreme values are found, each 
particle updates its velocity and position according to the 
following formula: 

1 1

2 2

( 1) ( ) [ ( ) ( )]

[ ( ) ( )]
ij ij j ij ij

j gj ij

v t wv t c r p t x t

c r p t x t

+ = + −

+ −
              (8) 

( 1) ( ) ( 1)ij ij ijx t x t v t+ = + +                           (9) 
Where i represents the ith particle, j represents the j 

dimension of the particles; t denotes the t-generation; w is 
called the inertia factor, the front speed controls the 
current speed through inertia weight, larger w can 
strengthen the global search, while smaller w can 
strengthen the local search; 1c makes the particle fly to its 

own optimal position, 2c makes the particle fly to the 

global optimal position; 1r 、 2r are independent random 
function, they have the values between 0 and 1. 

B.  Genetic Algorithm 
The genetic algorithm (GA) is proposed by Holland, a 

professor in the University of Michigan in the 1970s, it is 
a simulation of the natural selection and natural genetic 
mechanisms. It is a new optimization algorithm, is 
generated on the basis of Darwin’s theory of evolution 
and modern genetics. The survival of the fittest principle 
is the most important part of Darwin’s theory of evolution. 
It considers that each species adapts to the environment 
more and more in the development, the basic 
characteristics of each individual of the species is 
inherited by future generations, but future generations 
will produce some new changes different from the 
parents. When the environment changed, the individual 
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characteristics that can adapt to the environment will 
retain. Genetic principles are the most important part of 
the genetic, it considers that genetic is in cells in the form 
of password, and is included in the chromosome in the 
form of genes. Each gene has a special place and controls 
a particular nature. Therefore, the individuals of each 
gene have some kind of adaptability of the environment. 
Gene mutations and genomic hybridization may produce 
offspring adapted to the environment better. Genetic 
structures with high adaptability can survive in the 
process of survival of the fittest. The nature of biological 
evolution is a process of learning and optimization, it 
results in genetic algorithm of this intelligent algorithm 
through the simulation of biological evolutionary process. 

The solution to the problem is obtained through 
gradual evolution in genetic algorithm. The calculation of 
genetic algorithm starts from a set of solutions, this group 
of solutions are called population, are expressed  as genes 
in the algorithm. We constitute a new population using 
the solutions in the population, because we expect the 
new population is better than the older population. Of 
course, if the solution of the new population wants to 
have such a nature, it must select according to its fitness, 
the higher its fitness is, the more chance it has to 
construct a new population. This process repeated again 
and again until it met up the constraints we gave. Genetic 
algorithm has these properties, such as group search, 
global optimization, searching not target at a single point, 
no require auxiliary information, the application range is 
greatly expanded. Genetic algorithm is not easy to fall 
into local optimum in the search process, it has intrinsic 
parallel search mechanism. Genetic algorithm is 
inherently parallel and has the power of parallel 
computing, it is scalable, easy to combine with other 
computing technology. This paper uses genetic algorithm 
to improve the particle filter based on the above 
advantages of genetic algorithm. 

 This paper improved the particle filter by using the 
selection, crossover and mutation in genetic algorithm. 
Selection is that select a number of individuals from 
population according to a certain probability. Generally, 
the process of selection is that of the survival of the fittest 
based on the fitness, certain individuals selected are 
proportional to its fitness. The operation of selection 
determines the individual’s fitness in the population 
according to the similarity of target and template. The 
greater similarity of the particles have, the greater weight 
of the particles have, then they have greater probability of 
being retained [15]. And then cross the individual left, the 
crossover process can be described as follows: 

% (1 )
m m n
k k kx x xα β= + −                                (10) 
% (1 )

n n m
k k kx x xβ α= + −                                 (11) 

Where α and β are the weight coefficient, 
m
k

m n
k k

w
w w

α =
+

,
n
k

m n
k k

w
w w

β =
+

. n
kz  is the fitness of particle n 

at time k. Finally, individual will mutate according to 
some probability: %

j j
k kx x η= + . The purpose of the 

crossover and mutation is to increase the diversity of 

individuals in the population, thus avoid the individuals 
falling into local solution [16]. 
 In order to take into account the speed and accuracy of 

the algorithm, this paper uses an effective sampling scale, 

that is 2

1
1 ( )

N
i

eff k
i

N w
=

= ∑ . Set an effective sample size 

thresholdN  as the threshold value according to the actual 
projects. When eff thresholdN N< , we improve the genetic 
algorithm further, so it need not improve the genetic 
algorithm at each moment, and reduce the complexity of 
the algorithm, improve the estimation speed. 

C. An Optimized Particle Filter Algorithm based on 
Intelligent Algorithms 

We can see there are many similarities between PSO 
and particle filter, we know this from the introduction of 
the PSO and the particle filter above. Firstly, PSO finds 
the optimal value by updating the velocity and position of 
the particle in the search space continuously. However, 
the particle filter approximates the real posterior 
probability distribution of the system by updating the 
position and weight of the particles. Secondly, the 
particle with the maximum fitness value represents the 
optimal value of the search space in PSO algorithm, 
particle with the maximum weights represents the most 
likely state of the system. Thirdly, PSO algorithm and the 
particle filter method have their own movement 
mechanisms, the particles update their position and 
velocity by the pursuit of individual optimal values and 
the global optimum in PSO algorithm, however, each 
particle in the particle filter algorithm updates their 
location by using the motion model at first, and then 
updates its own weight value through measurement 
model. Therefore, the PSO algorithm can improve the 
performance of standard particle filter based on the above 
similarities. 

Using genetic algorithms to improve the particle filter 
is because genetic algorithm has the unique optimization 
capability, which can improve the usage efficiency of 
particles, make the particles less which are needed to 
approach the posterior probability distribution, and avoid 
re-sampling, it reduces the computation to a certain extent, 
it can improve the real-time of the algorithm effectively. 
Furthermore, since the genetic operators can increase the 
diversity of particles effectively, solve the particle 
degradation, thus it can improve the accuracy of the 
algorithm, prevent the phenomenon of filter divergence 
effectively, and improve the state estimation accuracy. 

The specific steps of the improved algorithm proposed 
in this paper can be expressed as follows: 
Step1 we obtain the value of the measurement and define 
the fitness function. The conventional particle filter uses a 
suboptimal importance function, therefore, the particle 
sampling process is sub-optimal, in order to optimize the 
particle filter sampling process, the latest measured 
values were introduced into the sampling process, we 
define the fitness function as: 
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2
1

1exp[ ( ) ]
2

i
k kk k

k

z fitness z z
R

−= − − $�          (12) 

Where kR  is the measurement noise variance; kz  is the 

latest measured value; 1
i
k kz −
$  is the prediction value  

Step2 Initialization: k = 0, we take N  particles from the 
importance density function, and we use 0: 1{ , }i i N

k k ix w =  to 
denote those particles. We define the initial weights of 
each sample as { 1 , 1, 2, , }i

kw N i N= = L , the priori 
probability of the transfer of the importance density 
function is 1 1( , ) ( )i i i i i

k k k k k kx q x x z p x x− −=� . 
Step3 Update the weights: according to the latest 
measured values , we update the current particle weights: 

1
1 1 1

1

2
11 1

( ) ( )
( )

( , )

1( ) exp[ ( ) ]
2

i i i
k k k ki i i i

k k k k k i i
k k k
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k kk k k k k

k

p z x p x x
w w p z x w

q x x z

w p z x w z z
R

−
− − −

−

−− −

= =

= = − − $
    (13)  

 Step 4 we use PSO algorithm and the following formula 
to update each particle's speed and position, making the 
particles close to the true state . 

1 1

2 2

( 1) ( ) [ ( ) ( )]

[ ( ) ( )]
ij ij j ij ij

j gj ij

v t wv t c r p t x t

c r p t x t

+ = + −

+ −
 

( 1) ( ) ( 1)ij ij ijx t x t v t+ = + +  
Let 1 2 2c c= = . If the particles are located near the true 
state, then the fitness of each particle in the particle 
swarm is very high. Conversely, if the individual optimal 
values of each particle in the particle swarm and the 
global optimal value of the particle swarm are very low, 
then the particles are not located in the vicinity of the true 
state, at this time, the particle set updates each particle’s 
velocity and location according to the optimal value by 
using PSO algorithm, making the particles move to the 
true state. The essence of the PSO algorithm is to drive 
all particles to the high likelihood probability. 

Step5 Weights normalization:
1

Ni i i
k k k

i

w w w
=

= ∑ . We 

determine whether 2

1
1 ( )

N
i

eff k threshold
i

N w N
=

= <∑ , if so, 

carry out Step 6; if not, skip to Step7. 
Step 6   The operations of genetic: 
(1) The operation of choice.  

See the weighted particles set of k moment 
as 1{ , } sNi i

k k ix w =  , see the i
kw  as the fitness of the 

corresponding particles in the particle. The variance of 
particles is calculated fitness importance weights of the 
variance . When the variance of weights importance of 
particles is smallest, state estimation is closest to the true 
state. Thus, we judge operation of choice according to the 
variance of size based on fitness. If variance of size is 
less than the average variance of the size, the selection 
operation retains all particles, refused to take crossover, 
mutation operation or jump to Step7. If the variance of 
size is greater than the average squared variance, we skip 

selection opration and take the crossover and mutation 
operation. 
(2) The operation of crossover.  

Select two particles , 1( , ) sNm n
k k m nx x = from the particle set 

randomly. Take cross-operation according to the 
following two equations: 

% (1 )
m m n
k k kx x xα β= + −                                   (14) 
% (1 )

n n m
k k kx x xβ α= + −                                  (15) 

The crossover guideline is that 

if %( ) max{ ( ), ( )}
m m n
kk k k k kp z x p z x p z x> , we accept the 

particle %
m
kx ; Otherwise, accept the particles whose 

probability is %( ) / max{ ( ), ( )}
m m n
kk k k k kp z x p z x p z x  . The 

way we accept or give up the particle %
n
kx  is same as %

m
kx . 

(2) The operation of mutation.  
Select a particle 1( ) sNj

k jx =  from the particle set randomly. 
Then take mutation operation according to the following 
formula : % j j

k kx x η= + . The variance criteria ： if 

% %( ) ( )
i j
k kk kp z x p z x> , we accept the particle % j

kx ; 

Otherwise, accept the particles whose probability 

is % %( ) / ( )
i j
k kk kp z x p z x  . 

Through the above method, Particles take crossover 
and mutation operations in order to get a new particle 
set % 1{ , } s

ii N
k k ix w = . 

Step7  State estimates: �
1

N
i i

i k k
i

x w x
=

= ∑  

Step8 We judge whether the moment of k is the last 
minute of target; and if so, then the algorithm 
terminates ;if not, let  k = k +1, then return to Step2, 
recursive and estimate the posterior probability of target 
state of  next time. 

The flow chart of the algorithm is shown below: 

Define the 
fitness function 
and obatin the 

measured value

Initialize 
the particle

Update the 
weights

PSO 
algorithm

Weights 
normalizedeff thresholdN N<

Y

Genetic 
algorithm

State 
estimation

N

K is the last 
time of the 

target

Y

Algorithm 
ends

N

k=k+1

 
Fig.1. the flow chart of IPF 
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V. SIMULATION RESULTS AND EXPERIMENTAL ANALYSIS 

This paper selects the non-static growth model 
(UNGM) and uses Matlab software to simulate the model. 
System process model and state model as follows: 

2

25 ( 1)( ) 0.5 ( 1)
1 [ ( 1)]

8cos[1.2( 1)] ( )

x tx t x x
x t

t w t

−
= − +

+ −
+ − +

           （16） 

2( ) ( ) 20 ( )z t x t v t= +                            （17） 
Select the measurement noise variance 1R = , the  two 

process noise variances are 10Q = and 
20Q = respectively. Take the number of particles N = 

100 and N = 500 in PF algorithm, and the number of 
particles N = 100 in IPF algorithm proposed in this paper 
to simulate. Then we compare the results. In a single 
experiment, take the root mean square error formula: 

� 2 1 2

1

1[ ( ) ]
n

n n
i

RMSE x x
N =

= −∑ . When the average effective 

sample size is effN , in the same circumstances, the more 
effective sample, the higher estimation accuracy. The 
time step of 50, the times of simulation 50, the algorithm 
termination condition is the number n=50 of iterations. 
Fig.2 is single experimental simulation of the PF and IPF, 
Fig.3 is PF and IPF residual plots. 
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Fig.2. Single experimental simulation of the PF and IPF 
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Fig.3. PF and IPF residual plots 

The average data of the 50 experiments, the data is as 
following: 

 
 

TABLE I 
FILTERING PERFORMANCE STATISTICS 

The process noise variance is 10 and the measurement noise 
variance is1 

Algorithm
Particle 
number 

N 

The average 
effective 
sample 

RMSE Running 
time 

PF 100 12.681 2.7583 0.2415 

PF 500 18.179 2.4314 0.5142 

IPF 100 39.756 1.0957 0.3019 
The process noise variance is 20, and the measurement noise 

variance is1 
PF 100 13.428 4.4813 0.2421 

PF 500 19.247 4.2851 0.5417 

IPF 100 41.275 1.1439 0.3147 

 
Fig.2 is single experiment the simulation diagram of 

the PF and IPF, it is clear that IPF is more accurate than 
PF.  

Fig.3 is the residual plots of the PF and IPF, the 
residuals of the true value denotes the size of the 
estimation errors, from the figure we know that the PF 
fluctuations is small, while the IPF fluctuation is large, so 
estimated value of IPF is more close to the true value .  

From the experimental data showed in the table I: in 
the same noise environment, IPF has the most effective 
average sample. That indicates IPF inhibits  particle 
degradation and IPF is most effective in increasing the 
diversity of particles. Minimum RMSE values indicate 
that its estimated the highest accuracy and the time of 
estimating is also shorter.  

When the particle number increases to 500, IPF 
algorithm is better than PF algorithm, in terms of 
algorithm estimation accuracy and time of algorithm 
estimating. In the case of an increase in noise, the RMSE 
values of the IPF algorithm change the minimum, which 
indicates IPF anti-noise performance of the best, shows 
IPF still inhibiting particle degradation in the case 
of an increase in noise and increasing the particle 
diversity, and keep the algorithm very accurately and 
very efficiently. 

VI. CONCLUSION 

In this paper, the Particle swarm optimization idea and 
Genetic algorithm were introduced into the particle filter 
to improve the particle filter. Particle Swarm 
Optimization drives particles to move to the high 
likelihood area, increases particle diversity, inhibit the 
degradation of particle. Use the crossover and mutation 
operations of genetic algorithm to replace the traditional 
re-sampling methods, thus avoiding the phenomenon of 
particle impoverishment, increasing effective particles, 
improving particle utilization. We set an effective particle 
threshold in the process of the particle filter which 
improved by particle swarm optimization and genetic 
algorithm optimization to ensure the precision of the 
algorithm. At the same time, the efficiency and real-time 
of the algorithm were improved. The simulation results 
show that the performance of particle filter algorithm 
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based on intelligent algorithms proposed in this article is 
much better than the conventional particle filter algorithm. 
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