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Abstract—Many recommendation systems employ the 
collaborative filtering technology, which has been proved to 
be one of the most successful techniques in recommendation 
systems in recent years, the difficulties of the extreme 
sparsity of user rating data have become more and more 
severe. To solve the problems of scalability and sparsity in 
the collaborative filtering, this paper proposed a 
personalization recommendation algorithm based on rough 
set which is proposed, The algorithm refine the user ratings 
data with dimensionality reduction, then uses a new 
similarity measure to find the target users’  neighbors,  then 
generates recommendations. To prove our algorithm’s 
effectiveness, the authors conduct experiments on the public 
dataset. Theoretical analysis and experimental results show 
that this method is efficient and effective 
 
Index Terms—e-commerce, recommendation, deduction, 
algorithms 
 

I.  INTRODUCTION 

With rapidly increasing amount of information in the 
networks, there is a serious need for a new technology to 
help people find what they want from a huge mass of data. 
Personality service system emerges as the times requires, 
which is used to help users find the information they are 
interested in. The provided personalized service is 
accepted by more and more E-commerce Web site, digital 
library and many other similar fields, it also becomes one 
of the most important functions in these systems. At 
present, almost all large-scale e-commerce systems, such 
as Amazon, eBay, and taobao, use recommendation 
systems in a variety of modes. 

As a type of information technology that aim to 
support personalized service, recommendation systems 
are widely used by e-commerce practitioners and have 
become an important research topic in information 
sciences and decision support systems . Recommendation 
systems are decision aids that analyze customer's prior 
online behavior and present information on products to 
match customer's preferences. Through analyzing the 
patron's purchase history or communicating with them, 

recommendation systems employ quantitative and 
qualitative methods to discover the products that best suit 
the customer. Most of the current recommendation 
systems recommend products that have a high probability 
of being purchased [1]. They employ content-based 
filtering (CBF) [2], collaborative filtering (CF) [3-4], and 
other data mining techniques, for example, decision tree 

[5], association rule [7], and semantic approach [7]. 
Many researchers have proposed various kinds of CF 

technologies to make a quality recommendation [8-9]. All 
of them make a recommendation based on the same data 
structure as user-item matrix having users and items 
consisting of their rating scores. There are two methods 
in CF as user based collaborative filtering and item based 
collaborative filtering [10]. User based CF assumes that a 
good way to find a certain user’s interesting item is to 
find other users who have a similar interest. So, at first, it 
tries to find the user’s neighbors based on user 
similarities and then combine the neighbor users’ rating 
scores, which have previously been expressed, by 
similarity weighted averaging. And item based CF 
fundamentally has the same scheme with user based CF. 
It looks into a set of items; the target user has already 
rated and computes how similar they are to the target 
item under recommendation. After that, it also combines 
his previous preferences based on these item similarities. 

The traditional collaborative filtering algorithm works 
by building a database of preferences for items by users. 
To find information that the target user may probably be 
interested in, we first discover the target user’s nearest 
neighbors, which are other users who have historically 
had similar taste to the target. The traditional nearest- 
neighbor collaborative filtering recommendation 
algorithms face the challenge of extreme sparsity of user 
rating data. 

To solve the difficulties of the extreme sparsity of user 
rating data, in this paper, we first refine the user ratings 
data with dimensionality reduction aiming at solving the 
problems of sparsity in the collaborative filtering, then 
uses a new similarity measure to find the target users’ 
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neighbors. The experimental results show that the 
performance of the present item-based collaborative 
filtering algorithm is improved, even with extreme 
sparsity of data. 

II.  PRELIMINARIES KNOWLEDGE 

The task of the traditional collaborative filtering 
recommendation algorithm concerns the prediction of 
the target user’s rating for the target item based on 
the users’ ratings on observed items when the user 
has not given the rating. Each user is represented by 
item-rating pairs, and we use NM * matrix to denote 
the user-item table, which contains the ratings 

),( NMR  that have been provided by the mth user for 
the nth item, the table as following. 

TABLE I.   

USER-ITEM RATINGS TABLE 

 Ite … Ite … Ite
Use R1,1 … R1,j … R1,N

… … … … … … 
Use Ri,1  Ri,j  Ri,N

… … … … … … 
Use RM, … RM,j … RM,

 
Where Rij denotes the score of item j rated by an 

active user i. If user i has not rated item j, then Rij =0. 
The symbol m denotes the total number of users, and 
n denotes the total number of items. 

The recommendation process based on 
collaborative filtering can be divided into two steps: 
search the nearest neighborhood and produce 
recommendation collection. 

Step 1: search the nearest neighborhood collection  
The core of collaborative filtering algorithm is to 

find the nearest neighborhood of the target user based 
on the user’s rating matrix. That is, given a present 
user u, the aim is to produce a neighborhood 
collection N={N1,N2,…NK}  ordering by the 
similarity among users from big to small, that is 

),(),( 1+> ii NuSimNuSim , 1,...,1 −= ki . 
There are several similarity algorithms that have 

been used in the CF recommendation algorithm [8-10]: 
Pearson correlation, cosine vector similarity, adjusted 
cosine vector similarity, and Spearman correlation. 
The cosine measure is presented as following formula. 
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Where ikR  is the rating of the item k by user i and 
n is the number of items co-rated by both users. 

Pearson’s correlation, as following formula, 
measures the linear correlation between two vectors 
of ratings. 
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Where ,i kR
 is the rating of the item k by user i, iR  

is the average rating of user i for all the co-rated. Iij is 
the items set both rating by user i and user j. 

Step 2: produce the recommendation collection 
Since we have got the neighborhood of user, we 

can calculate the weighted average of neighbors’ 
ratings, weighted by their similarity to the target user. 
The rating of the target user i to the target item k is as 
following: 
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Where iR  is the average rating of the target user i 
to the items, sim (i,m) is the similarity degree of the 
neighbor user i and the neighbor user m, Rm,k is 

rating of user m to the item k, mR  is the average rating 
of user m, n is the number of neighbors. 

III. RELATED WORKS 

A recommendation system is basically a system that 
can learn about a user’s personal preferences based on the 
user’s characteristics and behaviors and can then provides 
the most appropriate content to meet the user’s needs. 
Recommendation systems have been applied in various 
industries, and their usefulness has been recognized in 
recent years. There are various ways of designing 
recommendation systems. Different machine learning 
algorithms can be used to construct a mapping from the 
features of an item to a number indicating the utility of 
the item to the user, based on previous ratings that the 
user has made on other items. 

Most recommendation systems use two techniques: 
content-based filtering and collaborative filtering. 
Content-based filtering is based on analysis of the content 
of the objects under consideration and its relation to the 
user’s preferences. For content-based filtering, it is 
therefore necessary that the results of content analysis 
and user preferences be reliably determined. One of the 
most successful technologies used for recommendation 
systems is collaborative filtering. The basic premise is 
that users with similar tastes tend to like similar types of 
items and that consequently a rating by someone similar 
is a good predictor for a user’s rating of an item. 
Collaborative filtering can improve a recommendation 
system by taking advantage of this information 

Xue, G. et al.[11] present a novel approach that 
combines the advantages of memory based collaborative 
filtering and model based collaborative filtering of 
approaches by introducing a smoothing-based method. In 
their approach, clusters generated from the training data 
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provide the basis for data smoothing and neighborhood 
selection. As a result, they provide higher accuracy as 
well as increased efficiency in recommendations. Their 
empirical studies on two datasets as EachMovie and 
MovieLens show that their new proposed approach 
consistently outperforms other user based traditional 
collaborative filtering algorithms. 

George, T. et al. [12] consider a novel collaborative 
filtering approach based on a recently proposed weighted 
co-clustering algorithm that involves simultaneous 
clustering of users and items. They design incremental 
and parallel versions of the co-clustering algorithm and 
use it to build an efficient real-time collaborative filtering 
framework. Their empirical evaluation of the proposed 
approach on large movie and book rating datasets 
demonstrates that it is possible to obtain accuracy 
comparable to that of the correlation and matrix 
factorization based approaches at a much lower 
computational cost. 

Rashid, A.M. et al. [13] propose ClustKnn, a simple and 
intuitive algorithm that is well suited for large data sets. 
The proposed method first compresses data tremendously 
by building a straightforward but efficient clustering 
model. Recommendations are then generated quickly by 
using a simple Nearest Neighbor-based approach. They 
demonstrate the feasibility of ClustKnn both analytically 
and empirically. They also show, by comparing with a 
number of other popular collaborative filtering algorithms 
that, apart from being highly scalable and intuitive, 
ClustKnn provides very good recommender accuracy as 
well. 

Cantador, I. et al. [14] propose a multilayered semantic 
social network model that offers different views of 
common interests underlying a community of people. The 
applicability of the proposed model to a collaborative 
filtering system is empirically studied. Starting from a 
number of ontology-based user profiles and taking into 
account their common preferences, they automatically 
cluster the domain concept space. With the obtained 
semantic clusters, similarities among individuals are 
identified at multiple semantic preference layers, and 
emergent, layered social networks are defined, suitable to 
be used in collaborative environments and content 
recommenders. 

Panagiotis Symeonidis et al. [15, 16] use bi-clustering to 
disclose this duality between users and items, by 
grouping them in both dimensions simultaneously. They 
propose a novel nearest bi-clusters collaborative filtering 
algorithm, which uses a new similarity measure that 
achieves partial matching of users’ preferences. They 
apply nearest bi-clusters in combination with two 
different types of bi-clustering algorithms Bimax and 
xMotif for constant and coherent biclustering, 
respectively. Extensive performance evaluation results in 
three real-life data sets are provided, which show that the 
proposed method improves substantially the performance 
of the CF process. 

IV. ATTRIBUTION DEDUCTION 

The task of the traditional collaborative filtering 
recommendation algorithm concerns the prediction of the 
target user’s rating for the target item based on the users’ 
ratings on observed items when the user has not given the 
rating. We can deem the user’ rating table as a 

NM * matrix, which M  denote the number of user, N  
denote the number of ratings item.  

The NM *  matrix can be deemed as a incomplete 
information system or a decision table. It is well 
known that the rating matrix of the user is too sparse 
to compute the neighbor set of the target user 
effectively. To solve the problem of rating matrix 
sparsity, it is necessary to purify the rating matrix. 
The attribute reduction is a effective method. 

In this paper, we present reduction algorithms 
based on the principle of Skowron's discernibility 
matrix [17]. The information in the information table 
(also called decision table) relevant to attribute 
discriminate are concentrated in a matrix (called 
Discernibility Matrix) in such method, and to 
calculate the core attribute through the discernibility 
matrix. Our core attribute selection algorithm is 
based on the discernibility matrix, we also study the 
other attribute combination as well as the core 
attribute in the discernibility matrix, and utilize 
disjunctive normal form to conduct attribute 
deduction.  

Skowron[1991] propose the method of using 
discernibility matrix to express knowledge. This 
expression has many advantages, especially can be 
used to interpret and compute data core and 
deduction. The discernibility matrix is defined as: 

Select the simplest attribute combination and add it 
to a set which severed as the Output attribute set. 

Formally, a data set or an information system is a 
quadruple >=< fVAUS ,,, ,where U  is a non-empty 
finite set of objects, called a universe, A is a non-
empty finite set of features, V  is the union of feature 
domains, VAUf →×: is an information 
function ,which make 

iaii VaXfAaUX ∈∈∈∀ ),(,, .We can 

split set A  of features into two subsets: C⊂A and D 
= A-C, conditional set of features and decision 
features ,respectively. Information system can be 
written briefly IS=(U,A). 

Definition 1: Given a information system 
),( AUIS = , },...,{ 1 nxxU = , we can split set A of 

features into two subsets: conditional set of 
features },...,{ 1 mccC =  and decision features D: A=C∪

D. Let )( ji xc  and  )( jxD  express the value of data 
point jx on conditional attribute set C and decision 
attribute set D respectively. The value of every 
element in the discernibility matrix is defined as 
follows:    
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This matrix states that the element value is 0 when 
the decision attribute is the same; the element value 
is different attribute combination when the decision 
attribute is different but can be distinguished by some 
condition attribute; the element value is negative one 
when the decision attribute is different but the 
condition attribute is the same which states that the 
data is wrong or the condition attribute is insufficient.   

From the definition of the discernibility matrix, we 
can draw a conclusion that when the number of 
attribution combination equals one, which indicates 
that the other attributions besides this attribute can 
not distinguish two records, so such attribute must be 
preserved. So the attribute with the number of 
attribution combination equal one in the discernibility 
matrix constitute the core attribute, which is denoted 
by 0C  , and AC ⊆0 . 

Applying the attribute reduction to the rating 
matrix, the sparsity of the rating matrix can be 
decreased greatly. The experimental result indicates 
that computation of neighbor set can draw more 
exactly result on the purified matrix. 

V. ATTRIBUTION DEDUCTION 

With the development of E-commerce, the user rating 
data is more and more sparse, and the quantity of items 
that have been rated by the same users is limited. The 
user-based CF needs to find at least two users who have 
rated at least two same items. The fact is similar users 
may not be able to be found if they lack same rated items. 
So the traditional similarity measuring method can not 
work well in the state of sparse database. In this paper, 
we propose a new method to search the nearest neighbor 
set of the target user through computing the distance to 
all the other users in the rating matrix. 

In this paper, we introduce the concept of neighbor 
domain in rough set into the recommendation system. 
Following we redefine and interpret the concept of 
information system in the rough set. Given an 
information system >=< fVAUS ,,, , 

},...,
2

,
1

{
m

xxxU = denotes the universe of discourse 

composed by all the users(not include the target user 

0x ), }{}1,...2,1{ nanaaaA ∪−= ,
}{ na

denotes the 
decision attribute, which stand for the not rating item of 
the target user

0
x , },...,{

121 −n
aaa  denotes the conditional 

attributes, which stand for the rating item of the target 
user 

0
x ； V denotes the ratings values set, the 

information function VAUf →×:  denotes every user’s  

ratings to item, )(
i

xa
k

 denotes user 
i

x  gives the ratings 

of item 
k

a .If the target user 
0

x  can not score the item 

i
a ,then set  0)

0
( =x

i
a .So the user set U and item set A 

compose a user-item rating matrix n)R(m, ,following we 
give the definition to the near neighbor of user x .  

Definition 2: Given a distance function 
+→ Ry)f(x,:D , where +R denotes positive integer set, 

to every Ux ∈ , CB ⊆ ,and +∈ Rq ,the near neighbor 

)( xn q
B  of user x  in sub space B  is defined as 

following： 
}),(,, { qyxDUyxyn B

q
B ≤∈=        (5) 

D  is a distance function, generally the Manhattan or 
the Euclidean distance function is widely used. 

The value difference metric (VDM) was introduced by 
Stanfill and Waltz to compute the nearest neighbor of the 
target user. A simple version of the VDM is defined as 
follows： 

∑
∈

=
Aa

ayaxadyxVDM ),(),(
          (6) 

Where A is the set of rating item , x  and y are any two 
objects between which we shall calculate the distance and 

),( aaa yxd  denotes the distance between two 
values ax and ay , where ax  is the rating of object x  on 
item a, ay  is the rating of object y  on item a . 

For any item a  in set A, ),( aaa yxd  is defined as 
follows： 

)()(),( aaaaa ypxpyxd −=
         (7) 

Where )( axp  is the probability of object x  on item a  
and )( ayp  is the probability of object y  on item a . 

In order to ensure that the value different metric can 
describe the nearest neighbor of target, we redefine the 
formula of the value different metric. Next we give the   
revised definition of VDM and distance in rough set 
theory under the neighborhood relation. 

Definition 3: Given an information system ),( AUIS = , 
where U  is a non-empty finite set of objects, called a 
universe, A  is a non-empty finite set of features. Let 

Uyx ∈,  be any two objects between which we shall 
calculate the distance. The value difference metric in 
rough set theory under the neighborhood relation is 
defined as follows ：  

∑
∈

=
Aa ayaxadyxNBVDM ),('),(          (8) 

Definition 4:  For any Uyx ∈, , Aa∈ , let aq  is a 
neighborhood parameter, the distance between two 
objects x  and y  on item a  is defined as follows： 

U

yn

U

xn
ayaxad

aa q
a

q
a )()(

),(' −=         (9) 

Where )(xn aq
a  is a neighborhood of object x  on 

item a , )( yn aq
a  is a neighborhood of object y  on item a . 
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Repeat the above calculation, we can finally obtain 
distances for all the other pairs of objects in U. By then, 
we define a neighborhood-based factor (NBF), which 
indicates the degree of neighborhood for every object in 
an information system, and then we can choose the 
biggest top N to be the nearest neighbors of target user. 

Definition 5: NBF: Given an information system 
),( AUIS = , where U  is a non-empty finite set of objects, 

called a universe, A  is a non-empty finite set of features. 
For any Ux∈ , the NBF of object x is defined as 
follows ： 

),()(
,1

jyixVDMixNBF
n

ijj
NB∑

≠=
=                (10) 

After getting the nearest neighbors of the target item 
by using the above method, the next step is prediction 
computation. We use uNBS  to denote the nearest 
neighbors set of user u  , so the prediction rating uiP of 
u on item i  can be computed by the rating of u  on item 
in the nearest neighbors set uNBS ,the computation 
formula is as follows： 

∑
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Where niR  is the rating of user n  on item i , uR  and 
nR  denote the average rating of user u  and user n  on 

item i ． ),( nusim  denotes the similarity between user u  
and user n  and the formula is as follows: 

||||
*),cos(),(

ji
jijijiSim rr

rr
rr

==               (12) 

Where ji
rr

,  denote the rating vector of user ji, . 

VI. EXPERIMENT RESULTS 

In this section, we describe the dataset, metrics and 
methodology for the comparison between traditional and 
proposed collaborative filtering algorithm, and present 
the results of our experiments. 

A.  Date Set and Evaluation Metrics 
The data set we used was collected through the 

MovieLens Web site(movielens.umn.edu) during the 
seven-month period from September 19,1997 to April 22, 
1998.The data set includes totally 100 000 ratings. There 
are 943 users and 1682 movies, so the data set was 
converted into a user-item matrix that had 943 rows and 
1682 columns. Each user in this data set had rated 20 
movies at least, and the scores is an integer from one to 
five. We divided the database into training sets and test 
sets. We repeated our experiment in training set and test 
set, then averaged the results. 

The measures for evaluating the quality of a 
recommender system can be mainly categorized into two 
classes: statistical accuracy metrics and decision support 
accuracy metrics [18]. Mean absolute error (MAE) 
between ratings and predictions is a widely-used 

statistical accuracy metric. MAE is easy to understand 
and can measure the quality of recommender systems in 
an intuitive way. In this paper, we used MAE as the 
evaluation metrics. 

MAE is a measure of the deviation of 
recommendations from their true user-specified values. 
The prediction set of user rating is expressed 
as },...,,{ 21 Nppp , the corresponding factual user rating set 

is expressed as },...,,{ 21 Nqqq , formally, 

N

qP
MAE Ni

ii∑
∈

−
=

||

                        (13) 

Where pi represents the degree of satisfaction that the 
customer assesses the product, qi represents the degree of 
the satisfaction that recommendation algorithm assesses 
the product, and N represents the total customers. MAE 
represents the mean absolute error between the real 
ratings items and the predicable rating items. The more 
decreased the MAE is, the more the quality of 
recommendation is increased.  

B.  The Experiment Result and Analysis 
To test the efficiency of the algorithm proposed in this 

paper, we need to test from two aspects. One side is to 
test the efficiency of dimension deduction, and the other 
side is to test the recommendation quality of algorithm 
proposed in this paper. 

To measure the effect of similarity computing method 
with different ways of filling matrix of the user ratings 
data, this paper selects two different ways of filling the 
data set as the test set, that is, extreme sparse data set (set 
the item score without rating to 0) and SVD Forecast 
score data sets (the dimension deduction methods used in 
this paper). We adopt three traditional similarity 
algorithms basic cosine (Cos), correlation(Pearson) and 
adjusted cosine (ACos)[19] to compute the nearest 
neighbor set and tested them on our data sets by 
computing MAE. 

(1) Extreme sparse data set 

To assess the validity of the method of the similarity, 
the four algorithms Yun [20], Cos, ACos and Pearson can 
be used separately to calculate the nearest neighbor set 
and tested them on our data sets by computing MAE. 
Because the original customer rating matrix is very sparse 
and exists many vacancies value, the accuracy of the 
similarity calculation is very low in such data set. The 
commonly used method is using some fixed value to fill 
the vacancy value. Table 2 shows the MAE result with 
different Similarity calculation method when the item 
score without rating is set to 0. The results show that the 
method of using direct filling 0 get the higher MAE, the 
prediction effect of 4  methods are not good: the effect of 
Pearson is the worst,ACos take the second place, the 
effect of Cos an Yun is good, Cos is the best. The value 
of MAE is between 3.0 and 3.6. The experimental result 
indicates that the value of the filling with fixed effect 
cannot obtain very good prediction effect, so the SVD 

180 JOURNAL OF SOFTWARE, VOL. 8, NO. 1, JANUARY 2013

© 2013 ACADEMY PUBLISHER



 

technology is used to simplify the dimension of the score 
matrix in this paper. 

TABLE II.   

THE MAE USING DIFFERENT SIMILARITY COMPUTE METHOD IN 
EXTREME SPARSE DATE SET 

N cos ACos Pearson Yun 
N=5 3.01 3.37 3.45 3.07 

N=10 3.01 3.30 3.57 3.03 
N=15 3.02 3.26 3.59 3.05 
N=20 3.03 3.25 3.58 3.06 
N=25 3.04 3.25 3.56 3.08 
N=30 3.04 3.23 3.55 3.09 

     (2) SVD Forecast score data sets  

We need to determine the dimension K of the singular 
value decomposition before using SVD algorism. We 
experiment many times in the initial test set, the K form 1 
to 25 increasing, step of 1. The results show that, when k 
= 8, the algorithm is minimum MAE 0.83, the forecast 
precision is high. Therefore, we keep dimension k of 
SVD to 8. 

The four similarity compute methods mentioned above 
are used separately to compute the neighbor set after 
assuring the dimension k. The results indicate that 
applying the dimension deduction before computing the 
neighbor set will get higher recommendation efficiency. 
As table 3 shows, all the MAE value between 0.80 and 
0.82, and the minimum MAE value is 0.79 which achieve 
optimal. Experimental results show that the application of 
SVD dimension simplified is practicable and effective. 

TABLE III.    

THE MAE USING DIFFERENT SIMILARITY COMPUTE METHOD IN SVD 
DATE SET 

N Cos ACos Pearson Yun 
N=5 0.840 0.818 0.804 0.819 

N=10 0.822 0.818 0.822 0.810 
N=15 0.821 0.817 0.821 0.802 
N=20 0.818 0.817 0.818 0.800 
N=25 0.818 0.816 0.818 0.800 
N=30 0.820 0.816 0.820 0.800 

We compare the proposed method with the traditional 
collaborative filtering. In our experiments, we vary the 
number of neighbors and compute the MAE. We 
implemented three traditional similarity algorithms basic 
cosine (Cos), correlation (Pearson) and adjusted cosine 
(ACos) and tested them on our data sets by computing 
MAE. The neighbor number is from 5 to 30. In our 
experiments, we vary the number of neighbors and 
compute the MAE. The obvious conclusion from Figure 1, 
which includes the Mean Absolute Errors for the 
proposed algorithm and the traditional collaborative 
filtering as observed in relation to the different numbers 
of neighbors, is that our proposed algorithm is better. 

0.785
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0.795

0.8

0.805

0.81

0.815

0.82

0.825

0.83

5 10 15 20 25 30

number of neighbor

MA
E

Pearson Cos Acos Proposed Algorihm

 
Figure 1.  Comparison of Comparing the proposed CF 

algorithm with the traditional CF algorithm. 

In the traditional collaborative filtering 
recommendation algorithm, if correlation or adjusted 
cosine is used to measure similarity, the similarity 
between two items is determined by the ratings of users 
who have rated both these items. However, with the 
extremely sparse data, the quantity of these users is very 
limited, so even these users have similar ratings on these 
two items, these two items may not be the exact nearest 
neighbors. The experiment results support that the 
accuracy of recommendations is poor. Using basic cosine 
to measure similarity, there is no statistics information of 
items, and if there were two items that had never been 
rated by any user, these two items are regarded as similar 
with this method. This result is obviously imprecise. The 
proposed algorithm first refines the user ratings data with 
dimensionality reduction which aims at solving the 
problems of sparsity in the collaborative filtering, then 
uses a new similarity measure to find the target users’ 
neighbors. So the proposed algorithm can have better 
performance. 

 

VII.CONCLUSION 

Recommender systems can help people to find 
interesting things and they are widely used in our life 
with the development of electronic commerce. Many 
recommendation systems employ the collaborative 
filtering technology, which has been proved to be one of 
the most successful techniques in recommender systems 
in recent years. With the gradual increase of customers 
and products in electronic commerce systems, the time 
consuming nearest neighbor collaborative filtering search 
of the target customer in the total customer space resulted 
in the failure of ensuring the real time requirement of 
recommender system. At the same time, it suffers from its 
poor quality when the number of the records in the user 
database increases. Sparsity of source data set is the 
major reason of causing the poor quality. To solve the 
problems of scalability and sparsity in the collaborative 
filtering, this paper proposed a personalized 
recommendation approach joins the rough set technology 
and nearest neighbors. This method first reduces the 
sparsity of rating matrix by attribution deduction and 
based on the similarity between target user, the nearest 
neighbors of target user can be found and smooth the 
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prediction when necessary. Then, the proposed approach 
is more scalable and more accurate than the traditional 
one. 

Despite there are some contribution of this research, 
there are limitations, further works can be done. The most 
important work is to investigate the factors that impact a 
customer's feelings. Many attributes such as the 
demographic and psychological characteristics, purchase 
and consumption environment, and customers' 
expectation, may well have significant influence on 
customers' feelings toward a specific product. Therefore, 
it is crucial to identify the factors important for modeling 
rating classification, so as to predict the customer's 
satisfaction level effectively. 

Another work is to elicit customers' needs and 
preferences. The rating classification aims to recommend 
the right products based on customers' characteristics to 
achieve high satisfaction levels. Therefore, the validity of 
customers' need and preferences has an important 
implication on the effectiveness of the recommendation 
system. Oftentimes consumers do not have clear need and 
preferences. Therefore, finding an effective way to 
facilitate customers to express their true need and 
preferences is essential for the recommendation systems. 
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