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Abstract—In this paper, an effective computational algorithm is proposed for a class of linear multiplicative problem (P), which have broad applications in financial optimization, economic plan, engineering designs and stability analysis of nonlinear systems, and so on. By utilizing piecewise linearization technique underestimates the objective function, linear relaxation programming of the original linear multiplicative programming problem (P) is established, and the proposed global optimization algorithm is convergent to the global optimal solution of the original problem (P). And finally the numerical experiments are given to illustrate that the feasibility of proposed algorithm and can be used to globally solve the class of linear multiplicative programming problem (P).

Index Terms—linear multiplicative programming, global optimization, effective computational algorithm

I. INTRODUCTION

Consider the following a class of linear multiplicative programming problem:

\[
\min_{x \in \mathbb{R}^n} f(x) = \sum_{j=1}^{n} \left( \sum_{i=1}^{m} c_{ij} x_i + d_j \right) \left( \sum_{i=1}^{m} e_{ij} x_i + f_j \right)
\]

subject to:

\[
Ax \leq b
\]

where \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \). In general, the problem (P) corresponds to a nonlinear optimization problem with non-convex objective function.

When \( p = 2 \), the problem (P) is linear multiplicative programming problems (abbreviated as LMP), which is a special type of nonconvex quadratic programming problems whose objective function is the product of two linear functions [1, 2, 3]. We introduced an auxiliary variable and defined the master problem which is equivalent to the original one. Then we applied a parametric simplex algorithm to the master problem. We demonstrated that our algorithm can solve LMP in a little more computational time than needed for solving the associated linear program (i.e., a linear program with the same constraints).

When \( p \geq 3 \), problem (P) is generalized linear multiplicative programming problems (GLMP), whose objective function is the sum of a convex function and a product of two linear functions [3, 4]. We showed that a parametric programming approach gives us a practical method to calculate a global minimum of GLMP.

Linear multiplicative programming (P) has attracted considerable attention in the literature because of their large number of practical applications in various fields of study [5, 6], including financial optimization [1, 7, 8], plant layout design [2, 9, 10], robust optimization [3, 11, 12], and so on [13, 14]. Hence, it is very necessary to present effective algorithm for solving linear multiplicative programming problem (P) [15, 16, 17].

Since problem (P) may possess many local minima, it is known to the hardest problems [18, 19, 20]. In the last decade, many solution algorithms have been proposed for locally solving linear multiplicative programming problem (P) [21, 22]. They can be classified as follows: outer-approximation methods [4, 23, 24], decomposition method [5, 25, 26], finite branch and bound algorithm [6,
Next, the problem can be rewritten as follows:

\[
\min f(x) = \sum_{i=1}^{n} c_{ji} x_{i} + \sum_{j=1}^{m} d_{j} (\sum_{i=1}^{n} c_{ji} x_{i} + f_{j})
\]

Subject to:

\[
A x \leq b,
\]

\[
x \in X^0
\]

The linear relaxation of the problem (P) can be realized by underestimating every objective function with a linear function. All the details of this linearization technique for generating relaxations will be given as follows.

Let

\[
X^k = \{x \in R^n : l^k \leq x \leq u^k \} \subseteq X^0,
\]

\[
l^k = (l_{k1}, l_{k2}, \cdots, l_{kn})^T, u = (u_{k1}, u_{k2}, \cdots, u_{kn})^T,
\]

then

\[
f(x) = \sum_{i=1}^{n} c_{ji} x_{i} + \sum_{j=1}^{m} d_{j} (\sum_{i=1}^{n} c_{ji} x_{i} + f_{j})
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ji} x_{i} + \sum_{j=1}^{m} (d_{j} \sum_{i=1}^{n} c_{ji} x_{i} + f_{j} \sum_{i=1}^{n} c_{ji} x_{i})
\]

\[
+ \sum_{j=1}^{m} d_{j} f_{j}
\]

\[
= \sum_{j=1}^{n} \sum_{i=1}^{n} \sum_{k=1}^{m} c_{ji} e_{jk} (x_{i} + x_{k})^2
\]

\[
+ \sum_{j=1}^{m} \sum_{i=1}^{n} \sum_{k=1}^{m} c_{ji} e_{jk} x_{i}^2
\]

\[
+ \sum_{j=1}^{m} (d_{j} \sum_{i=1}^{n} c_{ji} x_{i} + f_{j} \sum_{i=1}^{n} c_{ji} x_{i}) + \sum_{j=1}^{m} d_{j} f_{j}
\]

\[
= \frac{1}{2} \sum_{j=1}^{n} \sum_{i=1}^{n} \sum_{k=1}^{m} c_{ji} e_{jk} x_{i}^2
\]

\[
- \frac{1}{2} \sum_{j=1}^{n} \sum_{i=1}^{n} \sum_{k=1}^{m} c_{ji} e_{jk} x_{k}^2
\]

\[
+ \sum_{j=1}^{m} (d_{j} \sum_{i=1}^{n} c_{ji} x_{i} + f_{j} \sum_{i=1}^{n} c_{ji} x_{i}) + \sum_{j=1}^{m} d_{j} f_{j}
\]

In the following, we proved that for \( \forall x_i \in [l_i, u_i] \), we have

\[
(l_i + u_i) x_i - \frac{(l_i + u_i)^2}{4} \leq x_i^* \leq (l_i + u_i) x_i - l_i u_i.
\]

And

\[
\max_{x \in [l_i, u_i]} \left( x_i^* - \frac{(l_i + u_i)^2}{4} \right)
\]

\[
= \max_{x \in [l_i, u_i]} \left( (l_i + u_i) x_i - l_i u_i - x_i^* \right)
\]

\[
= \frac{(u_i - l_i)}{4}
\]
In fact, according to the geometric property of $x_i^2$ in the region $[l_i, u_i]$, the conclusion is very clear.

On a one hand, for $\forall x_i \in [l_i, u_i]$, since
\[ x_i^2 = \frac{1}{4} [(l_i + u_i)x_i - (l_i + u_i)^2] \]
is a concave function, so the maximum value can be got at $l_i$ or $u_i$, so we can know
\[
\max_{l_i \leq x_i \leq u_i} \left( \frac{1}{4} [(l_i + u_i)x_i - (l_i + u_i)^2] \right) = \frac{(u_i - l_i)}{4}.
\]

On the other hand, for $\forall x_i \in [l_i, u_i]$, since
\[ (l_i + u_i)x_i - l_iu_i - x_i^2 \]
is a concave function, so its maximum value can be got at $\frac{l_i + u_i}{2}$, so we can get
\[
\max_{l_i \leq x_i \leq u_i} \left( (l_i + u_i)x_i - l_iu_i - x_i^2 \right) = \frac{(u_i - l_i)}{4}.
\]

In the following, we consider
\[ 2x_i x_i = (x_i + x_i)^2 - x_i^2 - x_i^2. \]

Let
\[
\begin{align*}
    f_{\alpha}(x_i) &= \begin{cases} 
        (l_i + u_i)x_i - l_iu_i, & c_{\beta} \epsilon_{\beta} > 0 \\
        (l_i + u_i)x_i - \frac{(l_i + u_i)^2}{4}, & c_{\beta} \epsilon_{\beta} < 0 \\
    \end{cases}, \\
    f_{\beta}(x_i, x_{\beta}) &= \begin{cases} 
        (l_i + l_i + u_i + u_i)(x_i + x_{\beta}) - 
        (l_i + l_i)(u_i + u_i), & c_{\beta} \epsilon_{\beta} < 0; \\
        (l_i + l_i + u_i + u_i)(x_i + x_{\beta}) - 
        \frac{(l_i + l_i + u_i + u_i)^2}{4}, & c_{\beta} \epsilon_{\beta} > 0.
    \end{cases}
\end{align*}
\]

Let
\[
\begin{align*}
    \phi(x) &= \frac{1}{2} \sum_{\alpha = 1}^{p} \sum_{i = 1}^{n} \sum_{k = 1}^{m} c_{\alpha} \epsilon_{\alpha} \left( f_{\alpha}(x_i, x_{\beta}) - f_{\beta}(x_i) - f_{\beta}(x_{\beta}) \right) \\
    &+ \sum_{j = 1}^{p} \left( d_j \left( \sum_{i = 1}^{n} e_{j+}x_i + f_j \right) + f_j \left( \sum_{i = 1}^{n} e_{j+}x_i + d_j \right) \right) \\
    &= \sum_{j = 1}^{p} d_j f_j,
\end{align*}
\]

we can get a linear relaxation programming of problem (P) in $\mathbb{X}^+$:
\[
\begin{align*}
    \min_{x \in \mathbb{X}^+} & \quad \phi(x) \\
    \text{s.t.} & \quad Ax \leq b \\
    & \quad x \in \mathbb{X}^+ = \{ x : l^i \leq x \leq u^i \}
\end{align*}
\]

**Theorem 1.** For $\forall x_i \in [l_i, u_i]$, we have
(i) $\phi(x) \leq f(x)$; 
(ii) $\lim_{x \to u_i} [f(x) - \phi(x)] = 0, x \in \mathbb{X}^+$.

where
\[
\begin{align*}
    \phi(x) &= \frac{1}{2} \sum_{\alpha = 1}^{p} \sum_{i = 1}^{n} \sum_{k = 1}^{m} c_{\alpha} \epsilon_{\alpha} \left( f_{\alpha}(x_i, x_{\beta}) - f_{\beta}(x_i) - f_{\beta}(x_{\beta}) \right) \\
    &+ \sum_{j = 1}^{p} \left( d_j \left( \sum_{i = 1}^{n} e_{j+}x_i + f_j \right) + f_j \left( \sum_{i = 1}^{n} e_{j+}x_i + d_j \right) \right) - \sum_{j = 1}^{p} d_j f_j
\end{align*}
\]

and
\[
\begin{align*}
    f(x) &= \sum_{j = 1}^{p} \left( \sum_{i = 1}^{n} c_{\alpha} x_i + d_j \right) \left( \sum_{j = 1}^{n} e_{j+}x_i + f_j \right) \\
    &= \frac{1}{2} \sum_{j = 1}^{p} \sum_{i = 1}^{n} \sum_{k = 1}^{m} c_{\alpha} \epsilon_{\alpha} \left( x_i + x_{\beta} \right)^2 \\
    &- \frac{1}{2} \sum_{j = 1}^{p} \sum_{i = 1}^{n} \sum_{k = 1}^{m} c_{\alpha} \epsilon_{\alpha} x_{\beta}^2 \\
    &+ f_j \left( \sum_{i = 1}^{n} e_{j+}x_i + f_j \right) \\
    &= \sum_{j = 1}^{p} \left( \sum_{i = 1}^{n} e_{j+}x_i + d_j \right) - \sum_{j = 1}^{p} d_j f_j
\end{align*}
\]

Therefore, we have
\[
\phi(x) \leq f(x) \quad \forall x_i \in [l_i, u_i].
\]

(ii) for $\forall x_i \in [l_i, u_i]$, and the definition of $\phi(x)$ and $f(x)$, we can get
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is feasible in $\rho_j$. Thus, the (RLP) provides a valid lower bound for $\rho_j$. It should be noted that problem (RLP) contains only the necessary constraints to guarantee convergence of the algorithm.

By the Theorem 1, we have
\[ x_j^2 - f_{\rho_j}(x_j) \rightarrow 0 \text{ as } \|u_k - l_k\| \rightarrow 0. \]

Therefore, we have
\[ \lim_{\|u_k - l_k\| \rightarrow 0} f(x) = \lim_{\|u_k - l_k\| \rightarrow 0} f(x) = 0. \]

Based on the above linear under-estimators, every feasible point of the (P) in sub-domain $X^k$ is feasible in (RLP), and the value of the objective function for the (RLP) is less than or equal to that of the (P) for all points in $X^k$. Thus, the (RLP) provides a valid lower bound for the solution of the (P) over the partition set $X^k$. It should be noted that problem (RLP) contains only the necessary constraints to guarantee convergence of the algorithm.

### III ACCELERATING TECHNIQUE

In this following, we propose an accelerating method for global optimization algorithm of problem (P) using a suitable deleting technique. This technique offers a possibility to cut away a large part of the currently investigated region in which the globally optimal solution of the (P) does not exist, and can be seen as an accelerating device for global optimization algorithm of problem (P). We can give the following accelerating theorem.
Since \( \varphi(x) \) and \( \varphi''(x) \) are all linear functions over 
\( X = [x, x\bar]{i} \in \subseteq X' \), in the following, for convenience of 
expression, without loss of generality, we let 
\[
\varphi(x) = \sum_{i=1}^{r} c_i x_i + \omega_x,
\]
\[
\varphi''(x) = \sum_{i=1}^{r} \min \{c_i x_i, c_i x\bar{i}\} + \omega_x,
\]
\[
s_i = \frac{UB - \varphi'' + \min \{c_i x_i, c_i x\bar{i}\}}{\xi}, \quad \text{with } \xi \neq 0,
\]
where \( i = 1, \ldots, n \).

**Theorem 2. (Ref. [23]).** For any \( X = [x, x\bar]{i} \in \subseteq X' \), the following conclusions holds:

(i) If \( \varphi'' > UB \), then there exists no optimal solution of problem (P) over \( X \);

(ii) If \( \varphi'' \leq UB \), then:

If there exists some index \( v \in \{1, \ldots, n\} \) satisfying 
\( \xi > 0 \) and \( s_i < x \), then there is no optimal solution of 
problem (P) over \( X_i \);

Conversely, if \( \xi < 0 \) and \( s_i > x \), for some index 
\( v \in \{1, \ldots, n\} \), then there does exit optimal solution of 
problem (P) over \( X_i \); where

\[
X_i = [x_v, x_{\bar{v}}] \subseteq X
\]
with

\[
[x_v, x_{\bar{v}}] = \begin{cases} [x_v, x\bar{i}], & \text{if } i \neq v, \\ (s_i, x_{\bar{i}}) \cap [x_v, x\bar{i}], & \text{if } i = v, \\ \end{cases}
\]

and

\[
[x_v, x_{\bar{v}}] = \begin{cases} [x_v, x\bar{i}], & \text{if } i \neq v, \\ (x_v, s_i) \cap [x_v, x\bar{i}], & \text{if } i = v, \\ \end{cases}
\]

**Proof.** The proof of the theorem is omitted.

IV ALGORITHM AND ITS CONVERGENCE

In this section a branch and bound algorithm is proposed to globally solve the (P) based on the former linear relaxation method. This algorithm needs to solve a sequence of relaxation linear programming over the initial rectangle \( X' \) or partitioned sub-rectangle \( X^k \) in order to find a global optimum solution.

The branch and bound approach is based on partitioning the set \( X' \) into sub-hyper-rectangles, each concerned with a node of the branch and bound tree, and each node is associated with a relaxation linear sub-problem in each sub-hyper-rectangle. Hence, at any stage \( k \) of the algorithm, suppose that we have a collection of active nodes denoted by \( \Omega_k \), say, each associated with a hyper-rectangle 
\[
X \subseteq X'^k, \quad \forall X \in \Omega_k.
\]

For each such node \( X \), we will have computed a lower bound of the optimal value of the (P) via the solution 
\( LB(X) \) of the (RLP), so that the lower bound of optimal value of the (P) on the whole initial box region \( X^0 \) at stage \( k \) is given by
\[
LB_k = \min \{LB(X), \forall X \in \Omega_k\}.
\]

Whenever the lower bounding solution for any node sub-problem, i.e., the solution of the relaxation linear programming (RLP) turns out to be feasible to the (P), we update the upper bound of incumbent solution \( UB \) if necessary. Then, the active nodes collection \( \Omega_k \) will satisfy
\[
LB(X) < UB, \forall X \in \Omega_k.
\]
for each stage \( k \). We now select an active node to partition its associated hyper-rectangle into two sub-hyper-rectangles as described below, computing the lower bounds for each new node as before. Upon fathoming any non-improving nodes, we obtain a collection of active nodes for the next stage, and this process is repeated until convergence is obtained.

Let \( LB(X^k) \) refer to the optimal objective function value of (RLP) for the sub-hyper-rectangles \( X^k \) and \( x^k = x(X^k) \) refer to an element of corresponding argmin.

The basic steps of the proposed algorithm are summarized as follows.

**Algorithm statement**

**Step 0. (Initialization)**

Initialize the iteration counter \( k := 0 \); convergence tolerance \( \varepsilon > 0 \); the set of all active node \( \Omega_0 = \{X^0\} \); the upper bound \( UB = \infty \), and the set of feasible points \( F := \emptyset \).

Solve the (RLP) for \( X = X^0 \), obtaining
\[
LB_0 := LB(X)
\]
and
\[
x^0 := x(X) \).
\]
If \( x^0 \) is feasible to the (RLP) update \( F \) and \( UB \), if necessary, if
\[
UB \leq LB_0 + \varepsilon,
\]
then stop with \( x^0 \) as the prescribed solution to the (P). Otherwise, proceed to Step 1.

**Step 1. (Updating upper bound)**

Select the midpoint \( x^m \) of \( X^k \), if \( x^m \) is feasible to the (P) then 
\[
F := F \cup \{x^m\}.
\]
Define the upper bound
\[
UB := \min \{\varphi(x) \in \Omega_k\}.
\]
If \( F \neq \emptyset \), the best known feasible point is denoted by 
\[
b := \arg\min_{\varphi(x) \in F} \varphi(x)
\]
For the investigated sub-rectangle \( X^k \), we use deleting technique to deleting a part of \( X^k \), denote the remaining as \( X^k \).

**Step 2. (Accelerating)**

For the investigated sub-rectangle \( X^k \), we can use accelerating technique to delete a part of \( X^k \), denote the remaining as \( X^k \).
Step 3. (Branching)
Choose a branching variable \( x_i \) to partition \( X^k \) to get two new sub-hyper-rectangles according to the above selected branching rule. Call the set of new partition rectangles as \( \tilde{X}^k \).

For each \( X \in \tilde{X}^k \), calculate the lower bound \( \phi^* \) of \( \varphi(x) \) over the rectangle \( X \), i.e.,

\[
\phi^* := \min_{x \in X} \varphi(x).
\]

If \( \phi^* > UB \), then remove the corresponding sub-rectangle \( X \) from \( \tilde{X}^k \), i.e.

\[
\tilde{X}^k := \tilde{X}^k \setminus X
\]

and skip to next element of \( \tilde{X}^k \).

If \( \tilde{X}^k \neq \emptyset \), solve the (RLP) to obtain \( LB(X) \) and \( x(X) \) for each \( X \in \tilde{X}^k \). If

\[
LB(X) > UB,
\]

set

\[
\tilde{X}^k := \tilde{X}^k \setminus X;
\]

otherwise, update the best available solution \( UB, F \) and \( b \) if possible, as in Step 1.

Step 4. (Updating lower bound)
The partition set remaining is now \( \Omega := (\Omega \setminus X^k) \cup \tilde{X}^k \)
giving a new lower bound

\[
LB_k := \inf_{x \in \Omega} LB(X).
\]

Step 5. (Fathoming)
Fathom any non-improving nodes by setting

\[
\Omega_{k+1} = \Omega_k \setminus \{ X : UB - LB(X) \leq \varepsilon, X \in \Omega_k \},
\]

If \( \Omega_{k+1} = \emptyset \), then stop with \( UB \) is an optimal solution. Otherwise, \( k := k + 1 \), and select an active node \( X^k \) such that

\[
X^k := \arg\min_{X \in \Omega_k} LB(X), x^k := x(X^k),
\]

and return to Step 1.

Theorem 3. (convergence result). The above algorithm either terminates finitely with the incumbent solution being optimal to the (P), or generates an infinite sequence of iteration such that along any infinite branch of the branch and bound tree, any accumulation point of the sequence \( \{ x^k \} \) will be the global solution of the problem (P), i.e.

\[
LB = \lim_{k \to \infty} LB_k = \min_{x \in D} f(x).
\]

Proof.
A sufficient condition for a global optimization to be convergent to the global minimum, stated in Horst and Tuy [27] requires that the bounding operation must be consistent and the selection operation bound improving.

A bounding operation is called consistent if at every step any unfathomed partition can be further refined, and if any infinitely decreasing sequence of successively refined partition elements satisfies:

\[
\lim_{k \to \infty}(UB - LB_k) = 0.
\]

where \( LB(s) \) is a computed lower bound in stage \( s \) and \( UB(s) \) is the best upper bound at iteration \( s \) not necessarily occurring inside the same sub-rectangle with \( LB(s) \). In the following we will demonstrate the above formulation holds.

Since the employed subdivision process is the bisection, the process is exhaustive. Consequently, from Lemma 1 and Theorem 2 and the discussion in [27] the formulation holds, and then it means that the employed bounding operation is consistent.

A selection operation is called bound improving if at least one partition element where the actual lower bound is attained is selected for further partition after a finite number of refinements. Clearly, the employed selection operation is bound improving because the partition element where the actual lower bound is attained is selected for further partition in the immediately following iteration.

In summary, we have shown that the bounding operation is consistent and that the selection operation is bound improving, therefore according to Theorem.

V. NUMERICAL EXPERIMENT

To verify performance of the proposed algorithm, the algorithm is coded in C++ language on Pentium IV (433 MHZ) microcomputer and each linear programming is solved by simplex method, and the convergence tolerance \( \varepsilon \) is set to \( 10^{-5} \) in our experiment.

Example 1.

\[
\begin{align*}
\min & \quad G_1(x) = (x_1 + x_2 + x_3)(2x_1 + x_2 + x_3) \\
\text{s.t.} & \quad 1 \leq x_1 \leq 3, \\
& \quad 1 \leq x_2 \leq 3.5, \\
& \quad 1 \leq x_3 \leq 3.
\end{align*}
\]

Using the above proposed algorithm we can globally solve the example 1 on microcomputer, the result is given as follows. Numerical results of the example 1 are optimal value \( v = 12 \).

Example 2.

\[
\begin{align*}
\min & \quad G_2(x) = (x_1 + x_2 + 1.5x_1)(2x_1 + 2x_2 + x_3) \\
\text{s.t.} & \quad 1 \leq x_1 \leq 3, \\
& \quad 1 \leq x_2 \leq 3.5, \\
& \quad 1 \leq x_3 \leq 3.
\end{align*}
\]

Using the above proposed algorithm we can globally solve the example 2 on microcomputer. Numerical results of the example 2 are optimal value \( v = 17.5 \).

Example 3.

\[
\begin{align*}
\min & \quad G_3(x) = (2x_1 + x_2 + x_3)(2x_1 + 2x_2 + x_3) \\
\text{s.t.} & \quad 1 \leq x_1 \leq 2.5, \\
& \quad 1 \leq x_2 \leq 3.5, \\
& \quad 1 \leq x_3 \leq 3.5.
\end{align*}
\]

Using the above proposed algorithm we can globally solve the Example 3 on microcomputer. Numerical results of the example 3 are optimal value \( v = 20 \).
Example 4.

\[
\begin{align*}
\min & \quad G(x) = (2x_1 + 1.5x_2 + x_3)(2x_1 + 2x_2 + x_3) \\
\text{s.t.} & \quad 1 \leq x_1 \leq 2, \\
& \quad 1 \leq x_2 \leq 2, \\
& \quad 1 \leq x_3 \leq 2.
\end{align*}
\]

Using the above proposed algorithm we can globally solve the Example 4 on microcomputer. Numerical results of the example 4 are optimal value \( v = 27.5 \).

From numerical experiments, it is seen that our algorithm can globally solve the problem \((P)\) effectively.

VI. CONCLUDING REMARKS

In this paper, a global optimization algorithm is presented for a class of linear multiplicative programming problems with linear constraints. By utilizing linearization technique, a linear relaxation programming of the \((P)\) is then obtained based on the linear lower bounding of the objective function. The algorithm was shown to attain finite \( \varepsilon \) convergence to the global minimum through the successive refinement of a linear relaxation of the feasible region and the subsequent solution of a series of linear programming problems. The proposed approach was applied to several test problems. In all cases, convergence to the global minimum was achieved. The numerical results are given to illustrate the feasibility and the robust stability of the present algorithm.

ACKNOWLEDGMENT

This paper is supported by the National Natural Science Foundation of Henan Province of China, Natural Science Research Foundation of Henan Institute of Science and Technology.

The work was also supported by Foundation for University Key Teacher by the Ministry of Education of Henan Province and the Natural Science Foundation of Henan Educational Committee (2010B110010).

REFERENCES


Jingben Yin, (1970-), male, is an associate professor at Department of Mathematics, Henan Institute of Science and Technology, China. He received the Master Degree from Zhengzhou University in 2009. His research interests include software engineering, computer application, optimization algorithm design, product design, manufacturing information systems, optimization algorithm, nonlinear system, optimal control theory. He has published over 30 research monographs. Corresponding E-mail: jingbenyin@163.com

Yutang Liu, is a teacher at a teacher of Henan Mechanical and Electrical Engineering College. His research interests include computational algorithm, numerical algorithm, software engineering, computer application, optimization algorithm design, product design, manufacturing information systems, optimization algorithm, nonlinear system, optimal control theory.

Baolin Ma, male, MSc, Lecturer, Was born in February 1978, School of Mathematical Sciences, Henan Institute of Science and Technology, Work at optimization theory, graph theory. His research interests include global optimization algorithm, software engineering, computer application, optimization design, product design, manufacturing information systems, optimization algorithm, nonlinear system control theory.

Dongwei Shi, male, MSc, Lecturer, Was born in 1976, School of Mathematical Sciences, Henan Institute of Science and Technology, Work at optimization theory, graph theory. His research interests include numerical computation, global optimization algorithm, software engineering, computer application, optimization design, product design, manufacturing information systems, optimization algorithm, nonlinear system control theory.