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Abstract—Speech emotion recognition is a very important 
speech technology. In this paper, Mel Frequency Cepstral 
Coefficients (MFCC) has been used to represent speech 
signal as emotional features. MFCCs plus energy of an 
utterance are used as the input for Support Vector Machine. 
Support Vector Machine (SVM) has been profoundly 
successful in the area of pattern recognition. In the recent 
years there has been use of SVM for speech recognition. 
Many kinds of kernel functions are available for SVM to 
map an input space problem to high dimensional spaces. We 
lack guidelines on choosing a better kernel with optimized 
parameters of SVM. Some kernels are better for some 
questions, but worse for other questions. Which is better is 
unknown for speech emotion recognition, thus the thesis 
studies the SVM classifier and proposes methods used to 
select a better kernel with optimized parameters. The new 
method we proposed in this paper can more efficiently gain 
optimized parameters than common methods. In order to 
improve recognition accuracy rate of the speech emotion 
recognition system, a speech emotion recognition based on 
optimized support vector machine is proposed. 
Experimental studies are performed over the HIT 
Emotional Speech Database established by Speech 
Processing Lab in School of Computer Science and 
Technology at HIT. The experiment result shows that the 
speech emotion recognition based on optimized SVM can 
improve the performance of the emotion recognition system 
effectively. 
 
Index Terms—speech emotion recognition, MFCC optimized 
SVM,  kernel function  
 

I.  INTRODUCTION 

Recognizing emotional state of a person from the 
speech signal has been increasingly important, especially 
in natural human-computer interaction[1]. Speech 
emotion recognition can be used in wide range of 
applications, such as remote call customer services 
center[2-5], speech emotion network communication 
system[6], improving the robustness of speech 
recognition[7], emotion states detection in voice mail 
messages[8], speech emotion recognition system in web 
learning[9], interactive movies[10],  monitoring a driver’s 
emotion and ensuring save drive[11] and so on. Therefore 

speech emotion recognition has important research value 
and great potential for development.  

Global statistical prosodic and voice quality features 
have been broadly used in speech emotion recognition 
and gained great success. Besides the global statistical   
prosodic and voice quality features, spectral features are 
also useful features for describing speech emotion signal, 
such as Mel Frequency Cepstral Coefficients (MFCC). 
MFCC of speech signal have already been successfully 
used for the features of speech signals for emotion 
recognition. Therefore, we use MFCC plus energy with 
their delta and acceleration as speech emotion features. 

Hidden Markov model (HMM) and Gaussian mixture 
model (GMM) using MFCC have achieved valuable 
results on speech emotion recognition[12]. However, 
there is a problem when using GMM to recognize speech 
emotion states. Effective training of GMM requires a 
great deal of data, while collecting emotional speech 
utterances will cost a lot and therefore the available 
training data is usually scant.  

SVM has a better classification performance on a small 
amount of training samples. But we are lacking in 
guidelines on choosing a better kernel with optimized 
parameters of SVM. Some kernels are better for some 
questions, but worse for other questions. There is no 
uniform pattern used to the choice of SVM with its 
parameters and kernel function with its parameters.  The 
paper proposed methods about selecting optimized 
parameters and kernel function of SVM. 

The paper is organized as follows. In section 2, we 
give a brief description about the process of speech 
emotion feature extraction. Section 3 includes three 
works: establishing emotion recognition model based on 
optimized SVM, studying support vector machine 
classification, proposing the method for optimizing SVM. 
Some experimental data and results with our analysis are 
shown in section 4. Finally the conclusion and future 
work are given in section 5. 

II. EXPERIMENT DATA ACQUISITION AND FEATURE 
EXTRACTION  
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Figure 1.    The distribution of four kinds of emotion. 

A.  Speech Emotional Database Description 
Referring to the domestic and foreign research, this 

paper divides emotion into four categories——anger, 
happiness, sadness, and surprise, and tries to include all 
kinds of feelings in them. In order to obtain experiment 
utterances, some non-professionals have been invited to 
record their emotions, thus creating an emotional 
database. The design of the experiment is speaker-
independent and gender-independent, thus students who 
took part in the experiment aged about 20 include 5 males 
and 9 females. Recorded with Cool Edit Pro 2.0, all the 
data are with the technology of sampling rate of 16 kHz, 
a single channel audio tape recorder, 16-bit quantization, 
and are recorded in PC with the form of Wave. Besides, 
we also invite another two groups of people who were not 
engaged in the recording to make distinguishing 
experiment. Each group involved several people. The first 
group's task was to distinguish the emotions, thus getting 
rid of the unqualified recording and selecting 1256 
sentences as emotion utterances stored for later usage in 
the experiment. Another group of people tries to tell the 
differences in the 1256 sentences, which can make a 
subjunctive evaluation of the emotion utterances in the 
experiment. Four types of emotions (anger, happiness, 
sadness, surprise) are respectively labeled by 1,2,3,4. Fig. 
1 shows the emotion class distribution of 1256 samples. 
The 1256 items consists of 636 sentences from the males, 
and 620 sentences from the females. Each of the four 
main emotions has 300 sentences accordingly and has 
even distribution. 

B.  Speech Emotional Features Extraction 
Speech emotional features extraction is a process 

extracting a small number of parameters from the speech 
signal that can be later used to represent each utterance. 
Speech extraction techniques include temporal analysis 
and spectral analysis techniques. The waveform of speech 
signal is used for analysis in temporal. The spectral form 
of speech signal is used for analysis in spectral analysis. 
Mel Frequency Cepstral Coefficients is a spectral analysis 
technique. In the recent years, MFCC feature has been 
widely used for not only the speaker but also speech 
recognition. 

Mel Frequency Cepstral Coefficients are set of features 
reported to be robust in various kinds of pattern 
classification tasks in speech signal. It has been proven 
that human being perception of the frequency contents of 
sounds for speech signals does not follow a linear scale in 
the psychology studies. Therefore for each tone with an 
actual frequency f measured in Hz, a subjective pitch is 
measured on a scale called the Mel scale [14]. The Mel 
frequency scale is in the form of a linear frequency scale 
below 1000 Hz while a logarithmic scale above 1000 Hz. 
Consequently we can take advantage of the following 
formula to compute the Mel for a given frequency f (Hz). 

 2595 log(1 / 700)Melf f= × + . (1) 

Fig. 2 shows the MFCC extraction Algorithm. An 
MFCC process converts linear spectrum into nonlinear 
Mel-spectrum.  

1). Pre-emphasis 
In our system, each of the utterances is sampled by 16 

kHz. Pre-emphasizing the sampled speech signals with 
filter is the first process in feature extraction. The purpose 
of pre-emphasis is to spectrally flatten the signal. The z-
transform of the filter is 

 1( ) 1 , 0.94 0.97H z z−= − μ < μ < . (2)  

2). Frame-blocking 
The pre-emphasized speech signal is then blocked into 

frames of N sample points with adjacent frames being 
separated by M (lower than N). The first frame is 
composed of the first N sample points. The second 
frames begin the Mth sample points after first frame and 
overlaps it by N-M sample points and so on. This process 
continues till all are accommodated within one or more 
frames. In our work, the frame length N = 256(16ms). 
There is 8ms (N-M=128) overlap between two adjacent 
frames to ensure stationary between frames. 

3). Windowing 
Every frame is multiplied by Hamming window 

function with N sample points. This process is to window 
every single frame in order to minimize the spectral 
distortion and to reduce edge effect at the beginning and 
end of every frame. This minimizes spectral distortion to 
taper the signal to zero. The mathematical expression of 
the Hamming window is 

   
2( ) 0.54 0.46cos( ),0 1

1
nw n n N

N
π

= − ≤ ≤ −
−

. (3) 

N represents the number of samples in each frame.  

4). FFT 
  The next step is Fast Fourier Transform(FFT) 

converting each frame of N samples from data sequence  
to frequency spectrum. FFT is a fast algorithm to 
implement DFT(Discrete Fourier Transform) which is 
defined on the set of N samples. FFT can be calculated as  
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Figure 2.    MFCC extraction algorithm. 

Figure 3.    System model architecture. 
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5). Mel scale filterbanks 
After the FFT processing, the frequency spectrum of 

each frame is filtered by a group of filters, and the power 
of each filter band is computed. A filter bank which 
spaced uniformly on the Mel scale is used to simulate the 
subjective spectrum. Filter banks filter the magnitude 
spectrum into a number of bands. Low frequencies are 
given more weight than high frequencies using triangular 
overlapping windows and sum the frequency contents of 
each band. The process reflects the selectivity of human 
ear [15].  

6). Logarithm 
This operation simulates the perception of loudness. 

We can calculate the Mel Frequency Cepstral 
Coefficients from the output power of the filter bank 
using logarithm arithmetic. The operation is mapping the 
logarithmic amplitudes of the spectrum obtained the Mel 
scale as we mention above. 

7). Discrete Cosine Transform 
Discrete Cosine Transform (DCT) can convert log-

power spectrums to the time domain, for the Mel 
Frequency Cepstral coefficients are real numbers. After 
the DCT operation, we get a featured vector with 12 
dimensional MFCC.  

After computing MFCC, we calculate Logarithmic 
energy of each frame as one of the coefficients.   Up to 
now we have got 13 dimensional coefficients vector 
consisting of 12 cepstral coefficients and one energy. To 
enhance the performance of the speech emotion 
recognition, the delta and acceleration coefficients are 
computed.  After all the calculations, the total number of 
MFCC of one frame is 39.  In order to predict emotion 
label of one sentence, we calculate the mean value of all 
frames of one sentence. Therefore, we get 39-dimensional 
feature vector of one sample. 

III.  SPEECH EMOTION RECOGNITION BASED ON 
OPTIMIZED SVM 

A.  System Model Architecture 
Fig. 3 shows the speech emotion recognition system 

model architecture based on optimized SVM.  The 
process of the system is as follows: 

STEP1: Extracting speech emotion feature from 1256 
utterances, the extracting features method referred section 
II B. 

STEP2: The main task in optimized process is to 
improve the classification accuracy rate of the SVM. The 
main method and Algorithm is studied in section III C.  

STEP3: After optimizing process, the system trains an 
optimized model used to classify.  

STEP4:  The system gives a classification result (class 
label or recognition rate) about test samples.  

The principle of SVM Method is studied in next part. 

B.  Support Vector Machine Classification Method  
Instead of using empirical risk minimization (ERM), 

which is commonly used in statistical learning, SVM is 
established on structural risk minimization (SRM). ERM 
only minimises an upper bound on the generalization      
error. Thus SVM generalize well. The major principle of 
SVM   is to establish a hyperplane as the decision surface 
maximizing the margin of separation between negative 
and positive samples. Thus SVM is designed for two-
class pattern classification. Multiple pattern classification 
problems can be solved using a combination of binary 
support vector machines. 

1). Linear classification  
Fig. 4 gives the idea of an optimal hyperplane for 

linearly classification. Triangular and square points 
represent the two types of training sample.  H represents 
the hyperplane. B1 and B2 respectively go through the 
points which are the closest point of H, and parallel to H. 
The distance between B1 and B2  is called  margin, which 
is a measurement of the expected generalization ability.     

There are many linear hyperplanes that separate the 
samples. However only one of these achieves maximum 
margin. An optimal hyperplane tries to achieve maximum 
margin between the classes. Using a large margin to 
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Figure 4.    The idea of an optimal hyperplane for linearly classification.

separate the classes minimizes the boundary of expected 
generalization error. 

Given a linearly Separable set of training samples (xi, 
yi), i =1, 2…N, where xi ∈ Rd (d is the dimension of 
sample space) is the real world data instances and yi 

∈{1,-1} represent   the class label of xi. A hyperplane 
can be represented as   

 ( ) 0f x w x b= ⋅ + = . (1) 

where x represents an input vector, w represents an 
adjustable weight vector, and b represents a bias. Given a 
point x, if f(x)>0, the point belongs to class 1, if f(x) < 0 
the points belongs to class 2, that is f(x,w,b) = 
sign(w ⋅ x+b). Let the f(x) normalized so that all samples 
meet |f(x)| ≥ 1. The closest vector to H that satisfy the 
requirement |f(x)| = 1 is called support vector. Triangular 
and square points with a circle represent the support 
vectors for classification. The closest vector to H meet 
|f(x)| = 1. Thus the margin equals to 2/||w||. It suggests 
that maximizing the margin of separation between classes 
is equal to minimizing the Euclidean norm of the weight 
vector w. Thus the classification problem can be 
transformed to a constrained optimization problem.   

21min ( ) || ||
2

( ) -1 0, 1,2,......i i

w w

subject to y w x b i N

Φ =

⋅ + ≥ =
   (2) 

We can use the method of Lagrange function to settle 
the primal problem. The corresponding Lagrange 
function is as follows. 

 
1

1( , , ) { ( ) 1}
2

N

i i i

i

J w b w w y w x b
=

∂ = ⋅ − ∂ ⋅ + −∑  (3) 

Where i∂  is Lagrange multiplier. Saddle points decide 
the solution. After a series of transformation, we can get 
the following dual problem.                            

 
1 1 1

1max ( )
2

0
where , 1, 2,...,

0

N N N

i i j i j i j

i i j

n i i

ii

Q y y x x

y
i N

⋅

= = =

∂ = ∂ − ∂ ∂

∂ =⎧
=⎨∂ ≥⎩

∑ ∑ ∑

∑
 (4) 

Equation 5 can be solved by standard quadratic 
programming method. We can get the optimum Lagrange 
multipliers which is denoted by *

i∂ . Finally, we can 
compute the optimum weight vector w*. 

 * *

1

N

i ii
i

w y x
=

= ∂∑  (5) 

To compute the optimum bias b*, we may use the w* 
and a positive support vector xi (yi =1). 

 * *
ib = 1- w x⋅  (6) 

Consequently, the optimal hyperplane, standing for a 
multidimensional linear decision surface in the input 
space, is defined by  

 * * 0w x b⋅ + = . (7) 

Accordingly, the decision function f(x) = 
sign(w* ⋅ x+b*)  can decide the label of the new sample. 
We will study the Optimal Hyperplane for nonseparable 
patterns in the next part.  

2). Optimal Hyperplane for nonseparable patterns 
The case we discuss above is hard-margin 

classification, that is, no sample points are allowed to be 
mislabeled. Actually, we cannot exclude the situation 
where exist some noisy points. That is, not all the points 
satisfy the constraints of the hyperplane. We solve this 
problem by introducing slack variables. The 
corresponding optimization problem is as follows. 

 

1
min ,

( )-1 0
subject to

0, 1, 2,......

N
2

i
i

i i i

i

1(w )= || w|| c
2

y w x b
i N

=

≥

Φ ξ + ξ

⋅ + + ξ ≥⎧
⎨ξ =⎩

∑
(8) 

Where iξ is a slack variable. C stands for the penalty 
imposed on mislabeling the point. The bigger the value of 
C is, the less likely the SVM model mislabels the point. 
However, C with high value will lead to overfitting study. 
The parameter C controls the tradeoff between 
complexity of the machine and the number of 
nonseparable points. The parameter C is determined 
experimentally via the standard use of a training/test set 
[16].  

3). Kernel function 
Not all training data is linearly separable. In order to 

handle the situation, kernel is introduced. SVM performs 
a non-linear mapping from a low-dimensional space to a 
high-dimensional space through a kernel. As a result, the 
training samples are not linearly separable in a low-
dimensional space while the training samples are linearly 
separable in the feature space. 

The main principle of the kernel function is to let 
operations be performed in the low-dimensional space 
instead of the potentially high dimensional feature space. 
Thus the inner product need not be computed in the 
feature space. According the Mercer's theory, there 
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always exists a kernel function K which satisfies the 
requirement below. 

 ( , ) ( ) ( )i iK x x x x= ϕ ⋅ϕ . (9) 

The vector ( )xϕ  represents the "image" induced in 
the feature space due to the input vector x. Therefore the 
inner product can be evaluated using the kernel function. 
In this way, we are able to reduce the scale of the 
problem. The dual problem is redefined as 

 

,
1 1 1

1max ( ) ( )
2

where 0 0 1, 2,...,

N N N

i i j i j i j
i i j

n

i i i
i

Q y y k x x

y and i N

= = =

∂ = ∂ − ∂ ∂

∂ = ∂ ≥ =

∑ ∑ ∑

∑
.(10) 

We compute the optimum weight vector w* and the 
bias. 

 
* *

1

( )
N

i ii
i

* *
i

w y x

b = 1- w x
=

= ∂

⋅

∑ ϕ
  (11) 

Finally, a classifier based on the support vectors will 
be  

 
1

( ) ( ( , ) )
N

i i i
i

f x sign y k x x b
=

= α +∑ . (12) 

In our system, we select the following four kernel 
functions as learning machines:  

(1) Linear function 
It has the simplest formula form, which is given by the 

inner product of two vectors in low-dimensional space 
plus an optional constant COEF. 

 ( , )i j i jK x x x x COEF= ⋅ +  (13) 

(2) Polynomial function  
It is a unstable kernel. It is fit for problems in which all 

the training samples are normalized. Adjustable 
parameters are the slope γ, the constant term COEF and 
the polynomial degree d. 

 ( , ) ( ) , 0d
i j i jK x x x x COEF= γ ⋅ + γ >  (14) 

(3) Radial basis function (RBF)  
Its common form is a Gaussian form. The adjustable 

parameterγplays a major role in the performance of the 
kernel, and should be carefully adjusted to the specific 
problem. 

                
2

( , ) exp , 0i j i jK x x x x⎡ ⎤= −γ − γ >⎢ ⎥⎣ ⎦
 (15) 

(4) Sigmoid function 
It is also known as Multi-layer Perceptron (MLP) 

kernel. A SVM using a sigmoid function as kernel is 
equal to a two-layer perceptron neural network. The 
adjustable parameters in the sigmoid kernel are the slope 

γ and the intercept constant COEF. A common value for γ 
is 1/N, where N is the data dimension. 

 ( , ) tanh( )i j i jK x x x x COEF= γ ⋅ + . (16) 

C.  Optimizing SVM Method  
In our work, we propose the method of optimzed SVM 

including selection of a kernel function and kernel 
parameters. We will compare different typical kernels 
with different parameters and select a better one to do the 
speech emotion recognition job.  The system uses K-fold 
Cross Validation (K-CV) Algorithm to select kernel 
function parameters.  The main idea of K-CV Algorithm 
with grid search in pseudo code form to decide two 
optimized parameters is as follows. The process of 
deciding more than two parameters is similar. 

FOR(parameter1 = begin1; parameter1<end1; 
parameterr1 += step1) 

BEGIN 
FOR(parameter2 = begin2; parameter2<end2; 

parameterr2 += step2) 
BEGIN      

STEP1: Disorder randomly the training set to lose 
their order; 

STEP2: Divide the disordered training set into K 
subsets evenly; 

STEP3:    
FOR i = 1 to K 
BEGIN 

Each subset does as a test data set; 
The rest of K-1 subsets of data as training set 
respectively;  
It would receive the K model according to 
the values of parameter1 and parameter2;  
Every model will give a classification label 
of respective test subset; 

END. 
STEP4:  The average of classification accuracy rate 

of k subset is the performance of the classifier;  
END. 
END. 
In our work, we firstly use the algorithm with the 

parameters varying in a bigger scope and step.  And then 
we can get a smaller scope in which parameters center to 
gain high recognition accuracy rate. Using the algorithm 
again with the parameters varying in a smaller scope and 
step will get another scope. Following the same step will 
get optimized parameters for SVM. To cover the search 
scope, the next search step is half of the current step. The 
bound value of next search scope is 

 
*

1,2,3,4......
next current currentBound Bound n Step

n
= ±

=
.(17) 

The bound of current plus or minus n*stepcurrent and the   
value of n according to the current smaller scope which 
parameters center to gain high recognition accuracy rate. 
The result of experiments will be given in section IV.   
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Figure 6.    Parameter selection result in 3-Dimensional view. 
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IV.  SPEECH EMOTION RECOGNITION EXPERIMENTS AND 
RESULTS ANALYSIS 

We perform experiments on the HIT speech database 
referred in section II by Matlab 7.11.  The objective of 
these experiments is to find an optimized SVM to 
improve the speech emotion recognition accuracy rate. 
Firstly 1256 utterances’ emotion features are extracted. 
The spectral feature of each utterance is 12 MFCC and 1 
energy of a frame, together with their delta and 
acceleration. We use LibSVM v3.1 [17] as the 
implementation of support vector machine classification.  

A. Selection of Optimized Parameters 
We use RBF kernel with different parameters to 

perform a selection of optimized parameters experiments. 
A SVM model with RBF usually has two adjustable 
parameters — g (γin Gaussian function) and C (penalty 
parameter) . The scope of g and C is from 2-10 to 210, and 
the step of g and C is 1.2. 5 fold cross validation is 
performed for parameters selection. Fig. 5 and Fig. 6 
shows the 5-VC parameter selection result 3-Dimensional 
view and in contour [18]. Observing that parameter g and 
c varying in a smaller scope have higher recognition 
accuracy rate, we can narrow the scope of grid search and 
the search step. Fig. 7 shows parameter selection result in      
contour form with smaller search scope. Parameters C 
and g centers in smaller scope, but they have a high 

recognition accuracy rate. If several groups of g and c 
correspond to the same recognition accuracy rate, the 
method will choose the group with smaller c. The reason 
for that c with high value will lead to overfitting study. 
Table I shows optimized c and g in different scope grid 
search and the search step and gives the recognition 
accuracy rate of 80 test utterances in corresponding 
parameters. From the results experiment (NO.1~4) using 
our methods referred in section III C, we can see that 
with the decrease of search scope and search step, the 
recognition accuracy rate of train set is improving. The 
recognition accuracy rate of test set is high.  Through four 
experiments we gain the optimized parameters of C and g 
with the highest recognition accuracy rate of train set, 
that is C=2.3784 and g=0.0057191.  We compare our 
methods with common methods having a bigger search 
scope and lower search step. Experiment NO 5* shows 
the result of common method. We can also gain the 
optimized parameters same to the result of NO 4. 
However, the total runtime of NO 5* is 38027.12s far 
greater than the runtime of NO.1~4 (606.93 +333.18+ 
300.16+ 331.76 = 1572.03s). Experiments show that the 
new method can avoid unnecessary process of optimizing 
parameters, reduce sharply the time complexity of 
optimizing parameters, and improve the speed of training 
and classification. The method is especially useful for 
training of very large samples. It also maintains the 
recognition accuracy rate at the same time. 
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B. Selection of Kernel Function 
Table II shows the accuracy rate of speech emotion  

recognition based on optimized SVM using four different 
kernels referred in section  III B. The method of selection 
optimized parameters of other kernels is same to RBF.  It 
can be seen that the RBF kernel has the best performance 
in recognition accuracy of train set and test set. 

V.  CONCLUSIONS 

In this paper, we propose methods about selecting 
optimized parameters and kernel function of SVM and 
establish a speech emotion model based on optimized 
SVM. Support machine vector is studied as emotion 
classification. Mel Frequency Cepstral Coefficients plus 
energy with their delta and acceleration as speech 
emotion features are utilized as the input of SVM. 
Experiments show that the method of selecting optimized 
parameters not only sharply reduces the time complexity 
compared with common method, but also maintains the 
recognition accuracy rate at the same time.  Four kernels 
contrast experiments show that RBF kernel has better 
performance in speech emotion recognition than other 
kernels. Based on selection optimized parameters and 
RBF kernels, we gain an optimized SVM improving the 

performance of the emotion recognition system 
effectively. Other methods to optimize SVM will be 
studied in future work.  
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