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Abstract—As we know, the mobile device screen is small. The lower accuracy of the model is relatively weak and the capacity to handle high detailed model is very limited. What’s more, the existing three-dimensional simplification algorithms are for the personal computer and they are not suitable for the mobile terminals. Thus, we propose a novel 3D model simplification algorithm based on feature points. We will find the model surface curvature of each vertex, based on the model feature points. For these points, we present a new method to obtain it. Experimental results show that the algorithm can accurately reflect the model changes of the local surface geometry, and effectively keep the details of the model characteristics.

Index Terms—simplification, edge-collapse, similar curvature, shape feature

I. INTRODUCTION

With the increasingly widespread application of computer graphics, three-dimensional geometric data size and complexity grows rapidly. In recent years, although the mobile communication technology develops rapidly, PDA (personal digital assistant), cell phone and other mobile computing devices’ processing power and capacity of storage is relatively low, followed by a series of mobile computing which attract the attention of many researchers and scholars, while the mobile terminal on the calculation of three-dimensional graphics is one of challenging issues.  

As the three-dimensional geometric data is big and relative low. Researcher solve this problem by raising the processor's processing speed, increasing memory capacity and network bandwidth and other hardware measures, but they are not enough. Therefore, a three-dimensional geometry data compression in computer graphics and networking technology becomes an important topic. Currently, the geometry compression has already had a series of classic and simplified algorithm for the network progressive transmission of multi-resolution transmission. Item [1] proposed a mesh simplification algorithm to remove vertices. According to certain rules, the algorithm each time selects a vertex from the model, and if it is found, then we delete the vertex and associated edges and triangles. Next, we delete it in the net lattice model, re-formed whole triangulation. The iterative process continues until no vertex can be removed so far. This method has the advantage that the simplified model is the culmination of a subset of the original model, and the model can be directly used for the original vector and texture information; however, its disadvantage is that the simplified model in the visual effects is poor. Item [2] proposed a vertex aggregation of mesh simplification algorithm, which first determines the importance of vertices that are connected with a large surface, or more importantly, a higher number of the vertex curvature, called feature points, then three-dimensional space unit is divided. In the same unit, there are vertices that could replace those features; the accuracy of cell division determines the final outcome of visual effects. Although we can simply and rapidly implement these algorithms, we have to change the topology of the model and the model cannot control the level of detail. These cannot determine how many triangles can be generated. Item [3] proposed a mesh simplification algorithm for edge contractions. Edge contraction is determined in the order of importance based on the edge and is continuously removed from the model side, removing one side of each which is reduced by one vertex and two triangles. Garland [4], who extended the contraction of the edge method. However, the distance is less than the non-adjacent vertices of a characteristic value which can also be contracted, so that it can be connected to the area which does not naturally be linked. Garland’s method also changed the model topology. These can be divided into two categories: single-resolution and multi-resolution compression. For single resolution, a 3D mesh is compressed into one single representation with high compression ratio. A complete survey is given in [5]. Triangle strips representation supported by OpenGL and other graphics libraries reduce the number of times in the same vertex, which is accessed in graphics adapters. Deering [6] generalized it to the reference of any
stored in the corresponding renewment. PM provides a renewment. The inverse process is called—vertex split. A information of the removed vertex are stored in the base mesh. Each edge collapsing removes one vertex at a collapsing operations, the original mesh is reduced to the on the Taubin technique. After a sequence of edge Hoppe's PM \[9\] is based computing terminal three-dimensional geometry data compression method has important significance.

II. BASIC CONCEPTS

Because three-dimensional model of the polygon surface is composed of a series of triangles, it is not the second order different surface graphics. In theory, curvature does not exist, but it can fit surface by way of discrete points to define each vertex’s curvature.

Fitting method used here for the least squares method \[32\]. Its definition can be expressed as:

\[
\sum_{i=1}^{t} [S_i(u,w) - F_i]^2 = \min \left( \sum_{i=1}^{t} [S_i(u,w) - F_i]^2 \right)
\]

Where \( t \) is the number of discrete points, \( S(u,w) \) for the discrete points of a fitting surface, \( S^*(u,w) \), the least squares fitting surface is the most "recent" discrete points given by the fitting surface. \( F_i \) means the original scattered points. By calculating \( S(u,w) \), the extreme computed can be calculated least square fitting \( S^*(u,w) \) set

\[
S(u,w) = \sum_{i=0}^{n_u} \sum_{j=0}^{n_w} N_{i,k}(u)N_{j,L}(w)V_{ij}
\]

Written in matrix form

\[
N'(u,w) = [N_{0,0}(u)N_{0,L}(w), N_{0,1}(u)N_{1,L}(w) \ldots N_{0,k}(u)N_{N_{w}-k}(w), \ldots \]

\[
= [N_{0,0}(u,w), N_{1,1}(u,w)N_{2,2}(u,w) \ldots N_{n_u+1,n_w+1}(u,w)]
\]

\[
V = \begin{bmatrix} V_{00}, V_{01}, V_{02}, \ldots V_{0n_w}, V_{10}, \ldots V_{n_unw}\end{bmatrix}^T
\]

The original surface is as the parameter value. Auxiliary surfaces must meet the following two conditions: endpoint coincidence, the auxiliary surface should be greater than or equal to the range point cloud which consists of discrete surface range; and all the projection points are unique, that should not overlap existing projection.

To clarify the ideas above, we give different measurement methods to obtain the scattered data, derived mathematical model, limited space, here only four control points generated by auxiliary surface and determine its parameters are shown.

Construction of the four control points from the supporting surface for the rectangular shows as:

\[
S = \begin{bmatrix} 1 - u, & u \end{bmatrix} \begin{bmatrix} V_{00} & V_{01} & V_{02} \n V_{10} & V_{11} & V_{12}\end{bmatrix} =
\]
Projection point on the surface and the parameters u, w.

maximum curvature
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the surface curvature is called the principal curvatures.

point, it is called the main direction, and while in the

If they are both orthogonal and conjugate surface at this

Among them, \((A B C) = \begin{vmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{vmatrix}\). B-spline surface[33].
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surface projection, then sets point for Q P projection to

as

at last, Q projection to the base surface can be expressed
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Different P values corresponding to different points, of

course, where d, determined by the minimum \(d_{min}\). P.

Q point is the intersection of the vertical projection to

the surface, using the optimized method of steepest descent

to seek \(d_{max}\) and minimum curvature \(k_{min}\).

The product of the

Surface at this point is called the Gaussian curvature

Besides, their average

\(k_{avg} = \frac{k_{max} + k_{min}}{2}\), this point in the surface is called the mean

curvature \(k_{m}\) fitted by least squares method in double

cubic B-spline surface[33].

\[
\begin{vmatrix}
    (N_0'(u,w) N_0(u,w)) & \cdots & (N_0'(u,w) N_0(u,w)) \\
    (N_1'(u,w) N_1(u,w)) & \cdots & (N_1'(u,w) N_1(u,w)) \\
    \vdots & \cdots & \vdots \\
    N_{n_1 \times n_2}'(u,w) N_{n_1 \times n_2}(u,w) & \cdots & N_{n_1 \times n_2}'(u,w) N_{n_1 \times n_2}(u,w)
\end{vmatrix}
\]

\[
= \begin{bmatrix} N_0'F \\ N_1'F \\ \vdots \\ N_{n_1 \times n_2}'F \end{bmatrix}
\]

\[
k_m = \frac{A|Q_v|^2 - 2BQ_u \cdot Q_v + C|Q_u|^2}{2|Q_u \times Q_v|^2} \quad \text{Among them,}(A B C)=[Q_u \times Q_v] \cdot [\begin{bmatrix} Q_{uu} & Q_{uv} \\ Q_{vu} & Q_{vv} \end{bmatrix}] \\
\]

Principal curvature can be Gaussiant and mean curvature calculated:

\[
k_1 = k_m + \sqrt{k_2^2 - k_3} \\
k_2 = k_m - \sqrt{k_2^2 - k_3} \quad \text{(15)}
\]

Absolute curvature which called \(k_3\) is calculated:

\[
k_3 = |k_{min}| + |k_{max}| \quad \text{(16)}
\]

III. ALGORITHM DESIGN

In the mobile computing, terminal shows

three-dimensional model. Because of its small screen, the

relatively low accuracy of model is required. However,

its relative capacity to deal with the high degree of model

detail is very weak. Although the compression is chosen

as a general method, the compression process is still a

simple, efficient geometry method. This article will take

edge collapses a basic geometry compression algorithm

strategy for folding studies. As terminals provide mobile

computing features of less precision, it is necessary to

facilitate the achievement of future progressive

transmission, and reconstruction of models in the mobile

computing, which use a subset of the fixed-point strategy.

Fixed-point strategy in the subset indicates that how to

choose the fold point to minimize the least change in the

appearance of the model is crucial. Curvature of the

model is defined by the curvature of the surface, so the

curvature of the shape of the model structure plays a vital

role in the appearance of property. While the bigger the

curvature vertex model surface is, the appearance of the

The partial derivative of formula (1) can be obtained

by sampling the first derivative, second derivative and

mixed partial derivatives. And note \(\partial Q(u,v)/\partial u\),

\(\partial Q(u,v)/\partial v\), \(\partial Q(u,v)/\partial u \partial v\), \(\partial Q(u,v)/\partial v \partial u\)

\(\partial Q(u,v)/\partial v \partial v\) are \(Q_u(u,v), Q_v(u,v), Q_{uv}(u,v), Q_{vv}(u,v)\),

\(Q_{uv}(u,v), Q_{vv}(u,v)\) derivative, and then we can

complete it after the partial derivatives as follows:

\[
Q_u(u,v) = \sum_{i=1}^{4} \sum_{j=1}^{4} B_{ij} N_{u} N_{v} M_{j} L (v) \quad (7)
\]

\[
Q_v(u,v) = \sum_{i=1}^{4} \sum_{j=1}^{4} B_{ij} N_{u} N_{v} M_{j} L (v) \quad (8)
\]

\[
Q_{uv}(u,v) = \sum_{i=1}^{4} \sum_{j=1}^{4} B_{ij} N_{u} N_{v} M_{j} L (v) \quad (9)
\]

\[
Q_{vv}(u,v) = \sum_{i=1}^{4} \sum_{j=1}^{4} B_{ij} N_{u} N_{v} M_{j} L (v) \quad (10)
\]

\[
Q_{uv}(u,v) = \sum_{i=1}^{4} \sum_{j=1}^{4} B_{ij} N_{u} N_{v} M_{j} L (v) \quad (11)
\]

According to formula (6) - (10), different geometry in

the theory of curvature can be calculated on the surface

that contains the Gaussian curvature and mean curvature[34, 35]:

\[
k_g = \frac{AC - B^2}{|Q_u \times Q_v|^2} \quad (12)
\]

\[
[N'(u,w)V-F][N'(u,w)V-F]^T =
\]

\[
= \begin{bmatrix} V_0 \\ V_1 \\ \vdots \\ V_{n_2} \end{bmatrix}
\]

\[
\begin{bmatrix} N_0'F \\ N_1'F \\ \vdots \\ N_{n_1 \times n_2}'F \end{bmatrix}
\]

\[
(13)
\]
model is greater. Based on the above analysis, the model presented here has a change in the size of the local curvature of the folding strategy. The goal of this method is to make the fold approximation curvature of the model that small change in surface curvature, to achieve as much as possible without changing the purpose of the appearance of the original model.

A. Identification of Local Feature Points

In a geometric model, there are always some vertices which play a key role in the shape and appearance of the model. When these vertices are changed, the shape of the model will produce a larger change in appearance. Therefore, in order to keep the shape and appearance of the original model, the model should try to avoid these features to be weakened, or even be eliminated. The model that describes the key features of the vertex to the geometric model can be called the feature points.

The feature points should be retained in the model, which means that the feature points should be identified first. In addition, the feature points are usually located in the local area of the model. That area of the sampling point \( p_1 \) (i.e., k-nearest neighbor) is marked k. If the k value is too small, it can’t reflect the local nature of the original surface, whereas if the value is too large, the performance is not local in nature and will increase the amount of calculation. Point of sampling surfaces is uniform and other k values given in the upper have lower limits, and that 3 <k <50. k values are between the surface sufficient to reflect the local nature of the original, which also shows that k values between 6 and 25 is correct. In this paper, the k value of another method for the sample point \( p_1 \) sets up a small ball of radius \( \delta \), and then with obtained nearest points k in the intersection set up a small ball of radius \( D \), and then seek cross the obtained nearest points k and \( p_1 \).

\[
C_{\text{vertex}} = \sum_{i=1}^{k} C_i/k \quad (17)
\]

Where \( C_{\text{vertex}} \) is Curvature of the vertex, \( C_i/k \) is the average local curvature of the vertex in the model.

In order to maintain the appearance shape of models, although some feature points remain, for some sparse model surface, it should be retained. Therefore, this article gives a peak value of the model \( \omega_i \) [16, 17], to the extent that the model surface is sparse. This paper gives the value of the model vertices calculated by Gaussian kernel function, is defined as follows:

\[
\omega_i = e^{-a_i/r^2} \quad (18)
\]

Where

\[
a_i = \frac{1}{k} \sum_{a \in I(p_1)} \|p_1 - p_i\|^2, r = \max_{q \in I(p_1)} \|p_1 - q_i\| \quad (19)
\]

B. The Selection of K Value

As the points in sample surfaces, the neighborhood set of sample points \( p_i \) (that is, k-nearest neighbor) in which k is an important parameter. If the k value is too small, it won’t reflect the local nature of the original surface, whereas if the value is too large, the performance is not local in nature and will increase the amount of computation. In [13], Hoppe and others get a good value of k based on experiments, and then all of the samples use the same k value. Mit ra, etc. [16] is. discussed in a Noise-free case, k values is the size of the sample vector which estimate the impact point. Take an example of how to better select the k value of the formula; lack of that party act a little complicated, but the repeated iterations also get a good k value. For uniform surface sampling points, according to the density of sampling difference, Anderson [10] gives the k values of the upper and lower limits, and that is the range (3, 50) . k value is sufficient to reflect the local nature of the original surface, and this also shows that the value of k is correct between 6 and 25 [24]. That is the range of (16, 25), one of the reasons is that the point of this article deals with the nature of the surface with sample text as the same in [26, 10]; Another reason is that in large number of experiments, the range of k values has been able to meet the needs of this article, and the experimental results also show better results. This value of k, another approach is to set a sample point \( p_i \) A small ball of radius D, and then seek cross the obtained k-nearest neighbor points. Ball which is located within a small neighborhood of points is required, otherwise not. The selection of radius values can also be
adaptive value of unity. Here is this small radius of the adaptive selection algorithm (where the input variable is be request samples, and the output variable is the ball radius):

Calculate Radius (Point& p)
Sum=0;
\( \{q_i\} = p.\text{GetNeighbor}(); \)
For i: =1 to k
\( d=p.q_i; \)
sum+=d;
end
return sum/k;

C. Curvature of the Edge Collapse based on Vertex

From the content above, the value of k determines the input model of the local area. In the local area, any two vertices adjacent to A and B, whose curvature is both less than the local mean curvature, and if curvature of the vertex A is less than the curvature of vertex B, the vertex A fold to vertex B; on the other hand, the vertex B fold to vertex A, as shown.

Finally, from the conclusion above, we can deduce a complete and feature-based vertex curvature of the edge collapse to retain geometric compression algorithms. Specific steps of the algorithm are as follows:

Compression algorithm:
Step1 calculate the curvature of the vertex;
Step2 determine the model of the local area k;
Step3 Start from the vertex 0, incremental processing, through all the vertices;
Step4 According to the curvature of the vertex, select and process the state of vertices;
Step5 a right that can be processed vertices, the curvature of the edge collapse based on vertex;

![figure](image_url)

Figure 2. Vector-based change and simplify the comparison based on curvature changes

<table>
<thead>
<tr>
<th>TABLE I. COW MODEL DATA</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simplified based on curvature</strong></td>
<td><strong>Original model</strong></td>
<td><strong>1 simplified</strong></td>
<td><strong>2 simplified</strong></td>
<td><strong>3 simplified</strong></td>
</tr>
<tr>
<td>Vertices</td>
<td>2154</td>
<td>1705</td>
<td>935</td>
<td>855</td>
</tr>
<tr>
<td>Faces</td>
<td>4204</td>
<td>2906</td>
<td>1383</td>
<td>1704</td>
</tr>
<tr>
<td>Grid display frames</td>
<td>1351fps</td>
<td>267fps</td>
<td>315fps</td>
<td>336fps</td>
</tr>
<tr>
<td>Model sizes</td>
<td>183KB</td>
<td>86KB</td>
<td>46KB</td>
<td>35KB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II. COW MODEL DATA</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simplified vector-based</strong></td>
<td><strong>Original model</strong></td>
<td><strong>1 simplified</strong></td>
<td><strong>2 simplified</strong></td>
<td><strong>3 simplified</strong></td>
</tr>
<tr>
<td>Vertices</td>
<td>2154</td>
<td>1705</td>
<td>935</td>
<td>855</td>
</tr>
<tr>
<td>Faces</td>
<td>4204</td>
<td>2906</td>
<td>1383</td>
<td>1704</td>
</tr>
<tr>
<td>Grid display frames</td>
<td>105fps</td>
<td>207fps</td>
<td>295fps</td>
<td>306fps</td>
</tr>
<tr>
<td>Model sizes</td>
<td>183KB</td>
<td>86KB</td>
<td>46KB</td>
<td>35KB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. BONES MODEL DATA</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simplified vector-based</strong></td>
<td><strong>Original model</strong></td>
<td><strong>1 simplified</strong></td>
<td><strong>2 simplified</strong></td>
<td><strong>3 simplified</strong></td>
</tr>
<tr>
<td>Vertices</td>
<td>2904</td>
<td>1435</td>
<td>905</td>
<td>854</td>
</tr>
<tr>
<td>Faces</td>
<td>5804</td>
<td>2906</td>
<td>1083</td>
<td>1604</td>
</tr>
<tr>
<td>Grid display frames</td>
<td>165fps</td>
<td>287fps</td>
<td>295fps</td>
<td>306fps</td>
</tr>
<tr>
<td>Model sizes</td>
<td>128KB</td>
<td>76KB</td>
<td>33KB</td>
<td>25KB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV. BONES MODEL DATA</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simplified based on curvature</strong></td>
<td><strong>Original model</strong></td>
<td><strong>1 simplified</strong></td>
<td><strong>2 simplified</strong></td>
<td><strong>3 simplified</strong></td>
</tr>
<tr>
<td>Vertices</td>
<td>2904</td>
<td>1435</td>
<td>905</td>
<td>854</td>
</tr>
<tr>
<td>Faces</td>
<td>5804</td>
<td>2906</td>
<td>1083</td>
<td>1604</td>
</tr>
<tr>
<td>Grid display frames</td>
<td>135fps</td>
<td>267fps</td>
<td>315fps</td>
<td>336fps</td>
</tr>
<tr>
<td>Model sizes</td>
<td>128KB</td>
<td>76KB</td>
<td>33KB</td>
<td>25KB</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, three-dimensional model is simplified in the mobile terminal, and the PC machine is different under the same model. In the condition of PC machines, the model focuses more on the details of the computational complexity, but it is difficult in the mobile terminal (PDA) manner. Our algorithm is based on the feature points, while the calculation is simple, fast execution, and requires fewer system resources, so it is suitable for the PDA. We use two models: cow model and bones model as shown in Figure 2. (a) and (d) are cow and bones model of the original model and the models in (b) and (e) is for computer Application. [13] Sun Yat-sen, respectively Mou Lin's algorithm is effective and wide, the proposed algorithm in right (c) and (f) is effective.

As Cow original model has 2904 vertices and 5804 faces, bones model has 2154 vertices and 4204 faces. Table 1 and Table 2 show the speed of model drawing and simplified in mobile terminal. After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the save as command, and use the naming convention prescribed by your conference for the name of your paper. In this new created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper.

The experimental results can be seen in Figure 1. This simplification was much smoother and uniform simplified. In addition, the execution time also increased the number, as shown in Table 3 and Table 4. In the improved algorithm, after a simplified model with number of vertices, the number and size of the triangle are generally less than half the size of the original model. Overall, the algorithm can be used for any type of model and effectively reduce the number of vertices and faces, while preserves effective storage space of the simplified model. With the model reduced, faces display is faster. This real-time display and handheld device applications have particular significance.

V. CONCLUSIONS AND FUTURE WORK

Memory storage and the screen for small mobile terminals are both small, and computing capacity is weak, moreover, limited wireless network bandwidth influence its performance. The paper proposes a three-dimensional model based on surface curvature and characteristics of the vertex points to retain the edge collapse simplification algorithm. Through the bi-cubic B-spline surface, we can approximate the three-dimensional model of the surface model obtained on the surface of the curvature of each vertex, then the vertices of the sparse model surface level and the model surface curvature localized area to set a threshold, at last, the model vertex curvature of the local region were compared with the threshold to determine the selected feature points. The algorithm is efficient, and better keeps the details of the model characteristics, which satisfies the mobile terminal and network needs. Experimental results show that, taking into account the curvature of the simple Method can better preserve the details of the model features, so this feature of the text is applicable to more obvious model.

Among the future work, we will also add texture to the model, so that the simplified model with texture, while adding the appropriate model data redundancy code.
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