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Abstract—Decision makers sometimes tend to express their preferences in intuitionistic fuzzy form. Based on evidence theory and grey relational analysis (GRA) technique, this paper aims at investigating multiple attribute decision making problems, in which both attribute values and weight values take the form of intuitionistic fuzzy numbers (IFNs). To this end, each intuitionistic fuzzy evaluation rating is transformed into a corresponding belief structure. In light of the distance metric between two basic probability assignments, we derive a novel method to measure the distance between intuitionistic fuzzy evaluation ratings and develop two GRA based decision methods. In the process, intuitionistic fuzzy weight information is converted into a group of linear constraints. The point and the interval-valued grey relational degrees are respectively derived as the basis to order potential alternatives. Finally, an example regarding air-condition system selection is adopted to illustrate the proposed decision procedures.
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I. INTRODUCTION

Multiple attribute decision making (MADM) problems have wide application background in real world. Project bidding, software or equipment selection, and performance evaluation all fall into this scope. The common feature of such a kind of problems is that, alternatives need to be evaluated and sorted in term of several predefined attributes to generate the most desirable alternative(s). In practical application, attribute ratings and weight values are usually characterized by imprecision and vagueness. Therefore, it is difficult, even impossible for decision makers to provide an exact value for a specified decision parameter for some MADM problems. Thus, fuzzy set theory was employed to handle the uncertainty in multiple attribute decision making analysis and various algorithms were developed for effective decision aid [1-4].

However, owing to the lack of knowledge, and also the complexity of decision making problem itself, decision makers sometimes cannot reach a complete assignment on the membership degree and the non-membership degree regarding a specified fuzzy evaluation rating. Under such a situation, intuitionistic fuzzy sets (IFSs) proposed by Atanassov [5-6] is appropriate to represent the decision makers’ preferences. Within the context of IFSs, the sum of the membership degree and the non-membership degree assigned to each element in the universe of discourse is less than or equal to one. Since it was presented in 1986, intuitionistic fuzzy set has received ever increasing attention and also been applied to the field of multiple attribute decision making. In [7-8], on the basis of linear programming technique, Li developed some methods for solving multiple attribute decision making problems in intuitionistic fuzzy setting. In [9], the combined maximum and the combined minimum average weighted intuitionistic index methods were proposed for intuitionistic fuzzy MADM problems. Xu and Yager [10] defined the dynamic intuitionistic fuzzy weighted averaging (DIFWA) operator and the uncertain dynamic intuitionistic fuzzy weighted averaging (UDIFWA) operator. Moreover, the defined operators were utilized to develop dynamic multiple attribute decision making decision procedures with intuitionistic fuzzy information. Wei [12] utilized grey relational analysis technique to develop a multiple attribute decision making procedure with incomplete weight information in intuitionistic fuzzy environment.

Dempster-Shafer (DS) evidence theory [13], another feasible option to handle uncertainty in decision analysis, has also been introduced into the field of MADM analysis by some pioneers [14-16]. Unlike Bayesian theory, DS evidence theory allows assigning probability degree to the collection of individual hypothesis which implies the insufficiency of knowledge to realize the complete probability allocation among individual hypothesis. From this perspective, both evidence theory and intuitionistic fuzzy theory have the ability to represent incomplete...
information. In [16], the inherent relationship between evidence theory and intuitionistic fuzzy set was elaborated on, and the proposed interpretations were applied to solving a category of intuitionistic fuzzy MADM problems. In the proposed procedure, the Dempster’s rule of combination is employed to fuse decision information.

In this paper, based on the distance metric between two pieces of evidence, we proposed a novel method to measure the disparity of two intuitionistic fuzzy evaluation ratings, and developed two grey relational analysis based procedures to solve MADM problems in intuitionistic fuzzy environment. The rest of this paper is organized as follows. In section 2, we briefly introduce the basic concepts and theories on intuitionistic fuzzy set and evidence theory. In section 3, we introduce intuitionistic fuzzy MADM problems discussed in this paper. In section 4, associated with evidence theory, we develop two GRA based decision methods for the problem. In section 5, we employ an example of air-condition system selection to illustrate the discussed concepts and theories on intuitionistic fuzzy set and evidence theory. In the sequel, we abbreviate the notation $A = \{\langle x, \mu_A(x), v_A(x)\rangle | x \in X\}$ to $\langle \mu_A(x), v_A(x)\rangle$.

B. Dempster-Shafer Evidence Theory

Let $\Theta = \{h_1, h_2, \cdots, h_N\}$ be the frame of discernment, in which the hypothesis contained should be exhaustive and mutually exclusive. The power set of the frame of discernment $\Theta$ is denoted by $P(\Theta)$ consisting of $2^N$ elements.

\begin{equation}
P(\Theta) = \{\emptyset, \{h_1\}, \cdots, \{h_N\}, \{h_1, h_2\}, \cdots, \{h_{N-1}, h_N\}, \cdots, \Theta\},
\end{equation}
in which $\emptyset$ denotes the null set.

**Definition 4** [13]. The basic probability assignment (BPA) of a belief structure is a projection $m: P(\Theta) \rightarrow [0, 1]$ such that

- (1) $\sum_{\Theta \in P(\Theta)} m(\Theta) = 1$;
- (2) $m(\emptyset) = 1$.

The probability function defined above indicates the belief degree to the element contained in the power set. And the element contained in $P(\Theta)$ with a positive probability value is called focal element.

**Definition 5** [18]. Let $m_1(Y)$ and $m_2(Y)$ be two basic probability assignments on the frame of discernment $\Theta = \{h_1, h_2, \cdots, h_N\}$, the distance between $m_1(Y)$ and $m_2(Y)$ is defined as

\begin{equation}
d(m_1,m_2) = \frac{1}{\sqrt{2}} \left( \mathbf{m}_1 - \mathbf{m}_2 \right)^T \mathbf{D} \left( \mathbf{m}_1 - \mathbf{m}_2 \right),
\end{equation}

in which $\mathbf{m}_1$ and $\mathbf{m}_2$ respectively denote the BPA vectors of $m_1(Y)$ and $m_2(Y)$. Moreover, the matrix

\[ D = \begin{bmatrix} d_{ij} \end{bmatrix}_{2^N \times 2^N} \]

is defined as

\begin{equation}
d_{ij} = \frac{|Y_i \cap Y_j|}{|Y_i \cup Y_j|}.
\end{equation}
III. PROBLEM STATEMENT

Let \( A = \{a_i | i = 1, 2, ..., m\} \) be a discrete collection of \( m \) potential alternatives to be ranked, and \( U = \{u_j | j = 1, 2, ..., n\} \) be a set of \( n \) attributes. The attribute value of alternative \( a_i \in A \) with respect to attribute \( u_j \in U \) is denoted by an IFN which is expressed in belief structure with the following BPA.

\[
m_{ij}^+(\emptyset) = 0
\]
\[
m_{ij}^+(h^+) = x_{ij1}
\]
\[
m_{ij}^+(h^-) = x_{ij2}
\]
\[
m_{ij}^+(\Theta) = 1 - x_{ij1} - x_{ij2}
\]

B. The Definition of Referential Sequence

GRA makes use of grey relational grade (GRD) to measure similarity between the defined referential sequence and the compared sequences. The referential sequence is an ideal frame of reference. Therefore, we need to define referential sequence which is also expressed in belief structure with the following BPA.

\[
m_{ij}^+(\emptyset) = 0
\]
\[
m_{ij}^+(h^+) = \max_{1 \leq i \leq m} x_{ij1}
\]
\[
m_{ij}^+(h^-) = \min_{1 \leq i \leq m} x_{ij2}
\]
\[
m_{ij}^+(\Theta) = 1 - \max_{1 \leq i \leq m} x_{ij1} - \min_{1 \leq i \leq m} x_{ij2}
\]

C. The Computation of Grey Relational Coefficient

Based on the definition of referential sequence, the grey relational coefficient of alternative \( a_i \in A \) with respect to attribute \( u_j \in U \) is calculated by the following formula.

\[
\gamma_{ij} = \frac{d_{ij} - \xi d_{max}^{-}}{d_{ij} + \xi d_{max}^{+}}
\]

where

\[
d_{ij} = \min_{1 \leq i \leq m} \min_{1 \leq j \leq n} d_{ij}
\]
\[
d_{ij} = \max_{1 \leq i \leq m} \max_{1 \leq j \leq n} d_{ij}
\]
\[
d_{ij} = \text{the distance between the basic probability assignments } m_{ij} \text{ and } m_{ij}^+
\]
\[
\xi \text{ is the distinguished coefficient and could be set as } \xi = 0.5 \text{ in computation.}
\]

From formula (7), it is easily seen that the precondition of computing grey relation coefficient is to determine the distance between two pieces of evidence. To reach the goal, we employ the BPA based distance metric.

Proposition 1 The distance between the basic probability assignment \( m_{ij} \) and \( m_{ij}^+ \) is described as:

\[
d_{ij} = \frac{1}{2} \sqrt{2(\Delta m_{ij1}^2 + \Delta m_{ij2}^2) + \Delta m_{ij3}^2}
\]
where
\[ \Delta m_{ij} = m_y^i (h^+) - m_y^i (h^-) , \]
\[ \Delta m_{ij2} = m_y^i (h^+) - m_y^i (h^-) , \]
\[ \Delta m_{ij3} = m_y (\Theta) - m_y^i (\Theta) . \]

**Proof.** In light of Definition 5, we have:
\[ d_y = \frac{1}{\sqrt{2}} \Delta m_y^T D \Delta m_y , \] (9)
in which
\[ \Delta m_y = \left( 0, \Delta m_{ij1}, \Delta m_{ij2}, \Delta m_{ij3} \right)^T , \]
\[ D = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & \frac{1}{2} \\ 0 & 0 & 1 & \frac{1}{2} \\ 0 & \frac{1}{2} & \frac{1}{2} & 1 \end{bmatrix} . \]

Therefore, we have
\[ \Delta m_y^T D \Delta m_y = \Delta m_{ij1}^2 + \Delta m_{ij2}^2 + \Delta m_{ij3}^2 \]
\[ = \frac{1}{2} \Delta m_{ij3} \left( \Delta m_{ij1} + \Delta m_{ij2} \right) \]
\[ = \frac{1}{2} \Delta m_{ij2} \left( \Delta m_{ij1} + 2 \Delta m_{ij3} \right) \]
\[ = \frac{1}{2} \left[ 2 \left( \Delta m_{ij1} + \Delta m_{ij2} + \Delta m_{ij3} \right) \right] . \] (10)

Substitute formula (10) into (9), and the result contained in Proposition 1 is straightforward.

**D. The Computation of Grey Relational Degree**

If the weight vector is known with exact values, we can calculate the grey relational degree of alternative \( a_i \in A \) directly through the following formula:
\[ \gamma_i = \sum_{j=1}^{n} w_j \gamma_{ij} . \] (11)

However, the weight values are difficult to be obtained exactly. Therefore, in the paper, we consider the intuitionistic fuzzy weight information. Referring to the method in [7-8], we can derive a group of linear constraints from each intuitionistic fuzzy weight value, namely, the weight \( w_j = \left( w_{j1}, w_{j2} \right) \) corresponds to the linear constraints \( w_{j1} \leq w_j \leq 1 - w_{j2} \).

For the incomplete weight information which is expressed in linear constraint, there are usually two disposition methods in the existing literature. One is to identify a desirable weight vector under a certain criterion, and thus derive the corresponding overall evaluation value for each alternative. As indicated in [11], an ideal weight vector should be identified to make the grey relational degree as large as possible.

Thus, we can formulation the following programming model:
\[ \max_{w} \gamma = \left( \gamma_1, \gamma_2, \cdots, \gamma_n \right) \]
\[ \text{s. t.} \quad w_{ij} \leq w_j \leq 1 - w_{j2}, \quad j = 1, 2, \cdots, n \]
\[ \sum_{j=1}^{n} w_j = 1 . \] (12)

With the disposition method proposed in [24], model (12) is equivalent to:
\[ \max_{w} z \]
\[ \text{s. t.} \quad \sum_{j=1}^{n} w_j \gamma_{ij} \geq z, \quad i = 1, 2, \cdots, m \]
\[ w_{j1} \leq w_j \leq 1 - w_{j2}, \quad j = 1, 2, \cdots, n \]
\[ \sum_{j=1}^{n} w_j = 1 . \] (13)

Model (13) could be solved by standard software. After getting the optimal solution of model (13), the GRD could be determined using formula (11).

Another method is to derive the upper bound and the lower bound of overall value for each alternative and form the interval-valued overall evaluation value. Then, the feasible candidates are ranked through the ranking method of interval numbers, such as in [7-8].

In the setting of interval-valued overall evaluation value, we can construct the following two linear programming models to compute the value range of grey relation degree for alternative \( a_i \in A \) as follows.
\[ \max/\min \gamma_i = \sum_{j=1}^{n} w_j \gamma_{ij} \]
\[ \text{s. t.} \quad w_{j1} \leq w_j \leq 1 - w_{j2}, \quad j = 1, 2, \cdots, n \]
\[ \sum_{j=1}^{n} w_j = 1 . \] (14)

Likewise, the two linear programming models contained in (14) are also easy to be resolved.

Denote the optimal solutions of the maximum and the minimum problems in (14) by \( w^{**} = \left[ w_{j1}^{**} \right]_{j=1}^{n} \) and \( w^{*} = \left[ w_{j1}^{*} \right]_{j=1}^{n} \). Furthermore, let \( \gamma_i^{**} = \sum_{j=1}^{n} w_{j1}^{**} \gamma_{ij} \) and \( \gamma_i^{*} = \sum_{j=1}^{n} w_{j1}^{*} \gamma_{ij} \). Then, the interval-valued grey relational degree of alternative \( a_i \in A \) is formed as
\[ \gamma_i = \left[ \gamma_i^{*}, \gamma_i^{**} \right] . \]
Thus, we can rank the alternatives according to the ranking method of interval numbers and identify the optimal solution. Regarding the ranking method of interval numbers, the details could be found from [25] which provided an excellent survey.

In the above, combining evidence theory and grey relational analysis technique, we describe two decision methods for MADM problems with intuitionistic fuzzy information. One is based on point grey relational degree, and another is based interval-valued grey relational degree.

As a whole, the decision procedures can be summarized as follows.

**Algorithm 1**

**Point GRD based procedure**

Step 1-1 Build alternative set \( A = \{ a_i | i = 1, 2, ..., m \} \) and attribute set \( U = \{ u_j | j = 1, 2, ..., n \} \). Collect decision information to form decision matrix \( X \) and weight vector \( w \).

Step 1-2 Transform the intuitionistic fuzzy assessment information into corresponding belief structures in light of (5).

Step 1-3 Identify the referential sequence according to formula (6), and calculate grey relational coefficients to form a matrix \( Y \).

Step 1-4 Construct the linear programming model to solve the desirable weight vector \( w \).

Step 1-5 Compute GRD using the optimal solution in light of the values of GRD.

**Algorithm 2**

**Interval-valued GRD based procedure**

Step 2-1 to 2-3 is same as Step 1-1 to 1-3.

Step 2-4 In light of (14), construct linear programming models to solve the value range of GRD for each potential alternative.

Step 2-5 Rank the alternatives by means of ranking method to interval number and identify the optimal solution.

**V. ILLUSTRATIVE EXAMPLE**

We make use of an illustrative example regarding an air-condition system selection problem in [16] to explain the decision procedures in this paper. Three potential candidates are taken into consideration and respectively denoted by \( a_1 \), \( a_2 \) and \( a_3 \). The evaluation attributes are as follows.

- \( u_1 \): economical,
- \( u_2 \): function,
- \( u_3 \): being operative.

The detailed intuitionistic fuzzy evaluation information is listed in Table 1.

<table>
<thead>
<tr>
<th>( u_1 )</th>
<th>( u_2 )</th>
<th>( u_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>(&lt;0.75,0.10&gt;)</td>
<td>(&lt;0.40,0.45&gt;)</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>(&lt;0.60,0.25&gt;)</td>
<td>(&lt;0.75,0.05&gt;)</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>(&lt;0.80,0.20&gt;)</td>
<td>(&lt;0.60,0.30&gt;)</td>
</tr>
</tbody>
</table>

In light of (5), the basic probability assignments are derived and shown in Table 2. In Table 2, we denote the BPA of each rating using a collection with three elements respectively represent the belief degrees of \( h^+, h^- \) and \( \Theta \). Because the belief degree of the null set is zero, we omit it in Table 2.

<table>
<thead>
<tr>
<th>( u_1 )</th>
<th>( u_2 )</th>
<th>( u_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{11} )</td>
<td>{0.75,0.10,0.15}</td>
<td></td>
</tr>
<tr>
<td>( x_{21} )</td>
<td>{0.60,0.25,0.15}</td>
<td></td>
</tr>
<tr>
<td>( x_{31} )</td>
<td>{0.80,0.20,0}</td>
<td></td>
</tr>
<tr>
<td>( x_{12} )</td>
<td>{0.80,0.15,0}</td>
<td></td>
</tr>
<tr>
<td>( x_{22} )</td>
<td>{0.68,0.20,0.12}</td>
<td></td>
</tr>
<tr>
<td>( x_{32} )</td>
<td>{0.45,0.50,0.05}</td>
<td></td>
</tr>
<tr>
<td>( x_{13} )</td>
<td>{0.40,0.45,0.15}</td>
<td></td>
</tr>
<tr>
<td>( x_{23} )</td>
<td>{0.75,0.05,0.20}</td>
<td></td>
</tr>
<tr>
<td>( x_{33} )</td>
<td>{0.60,0.30,0.10}</td>
<td></td>
</tr>
</tbody>
</table>

According to (6), the basic probability assignments of referential sequence are identified and shown in Table 3.

<table>
<thead>
<tr>
<th>( u_1 )</th>
<th>( u_2 )</th>
<th>( u_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {0.80,0.10,0.10} )</td>
<td>( {0.80,0.15,0.05} )</td>
<td>( {0.75,0.05,0.20} )</td>
</tr>
</tbody>
</table>

Furthermore, according to formula (7), we calculate the grey relational coefficient and get the following matrix.

\[
Y = \begin{bmatrix}
0.8131 & 1.0000 & 0.3333 \\
0.5134 & 0.6569 & 1.0000 \\
0.6850 & 0.3498 & 0.4703
\end{bmatrix}
\]

In the present problem, the intuitionistic fuzzy weight information is described as follows.

\[
w = \begin{bmatrix}
0.25,0.25 \\
0.35,0.40 \\
0.30,0.65
\end{bmatrix}^T.
\]
Subsequently, we can convert the intuitionistic fuzzy weight information into the following linear constraints.

\[
0.25 \leq w_1 \leq 0.75 \\
0.35 \leq w_2 \leq 0.60 \\
0.30 \leq w_3 \leq 0.35 \\
w_1 + w_2 + w_3 = 1.
\]

Above all, in light of (13), we establish the linear programming model to solve weight vector is established as follows.

\[
\text{max } z \\
\text{s. t. } 0.8131w_1 + w_2 + 0.3333w_3 \geq z \\
0.5134w_1 + 0.6569w_2 + w_3 \geq z \\
0.6850w_1 + 0.3498w_2 + 0.4703w_3 \geq z \\
0.25 \leq w_1 \leq 0.75 \\
0.35 \leq w_2 \leq 0.60 \\
0.30 \leq w_3 \leq 0.35 \\
w_1 + w_2 + w_3 = 1.
\]

Solving the above linear programming model, we get the ideal weight vector \( w^* = [0.35 \ 0.35 \ 0.30]^T \).

Accordingly, we can derive the grey relational degrees for the three air-condition systems as follows.

\[
\gamma_1 = 0.7346, \\
\gamma_2 = 0.7096, \\
\gamma_3 = 0.5033.
\]

From the values of grey relational grade, we can conclude that \( a_1 \succ a_2 \succ a_3 \) and thus \( a_1 \) is the most desirable air-condition system. The result is same as in literature [16].

In the following, we adopt the interval-valued GRD based method to solve the present problem. The following two linear programming models are established to solve the bounds of GRD of alternative \( a_1 \) as follows.

\[
\text{max/min } 0.8131w_1 + w_2 + 0.3333w_3 \\
\text{s. t. } 0.25 \leq w_1 \leq 0.75 \\
0.35 \leq w_2 \leq 0.60 \\
0.30 \leq w_3 \leq 0.35 \\
w_1 + w_2 + w_3 = 1.
\]

By solving the above programming models, we get:

\[
\gamma_1 = [0.7118, 0.7543].
\]

Using the similar method, we can derive:

\[
\gamma_2 = [0.7096, 0.7411], \\
\gamma_3 = [0.4698, 0.5033].
\]

With the possibility based ranking method of interval numbers, we calculate the possibility degree between grey relational degrees and get the following relations.

\[
\gamma_1 \preceq \gamma_2 \preceq \gamma_3.
\]

Thus, we have:

\[
a_1 \succ a_2 \succ a_3.
\]

Hence, \( a_1 \) is the most desirable air-condition system. Again, we get the same result as in literature [16].

VI. CONCLUSIONS AND FUTURE WORK

Combining evidence theory and grey relational analysis technique, in this paper, we investigate multiple attribute decision making problems, in which both attribute ratings and weight values are expressed in intuitionistic fuzzy numbers. A novel method is provided to scale the disparity between two intuitionistic fuzzy numbers. Moreover, the point and the interval-valued grey relational degrees are respectively derived for each alternative on the basis of linear programming technique. An illustrative example regarding air-condition system selection is employed to interpret the proposed decision procedures and demonstrate their feasibility.

In the following, we plan to adopt other distance or similarity metrics within the framework of evidence theory to extend the present research and compare the decision results of different metrics.
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