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Abstract—Traditionally = most  Software  Engineering
experiments tend to formulate hypotheses and analgzan
independent variable or a series of independent vables.
This approach greatly reduces the type of research
guestions which can be explored. In addition, mos$oftware
Engineering situations are highly complex with many
intertwined or ill-defined concepts, processes antbbjects”.
Hence, the question arises: are independent variads really
sufficient for describing Software Engineering situgions?
This paper argues that the community needs to consd
fuzzier models for Software Engineering artifacts, specially
it recommends using composite indices as a mechamigo
allow the greater exploration of the experimental dsign
space. However, this extension is not without itsigks; and
hence in conjunction, it explains how to utilize aalysis
safeguards (sensitivity and uncertainty analysis)at explore
any effects introduced when utilizing experimental
formulations with composite metrics.

Index Terms— Composite Metrics, Sensitivity, Uncertainty,
Case Study

I. INTRODUCTION

Software engineering experiments have a number

issues most of which are based around the lack %
absolute definitions of many of the variables aithe

“controlled” or “analyzed” in its experiments. Ukéd
variables and definitions in the hard sciencescepts in
Software Engineering are defined by man and tertakto
virtual in nature. This lack of formal and univdrsa
description results in quantities that are dimemigiss;
and hence, we often have no real basis for undetisig
which concepts are truly the same ‘“type”
measurement sense) and which are only related.
Consider any experiment or case study whic
investigates the number of defects present in ameat.
These experiments typically count the number o&cksf
either found by various techniques or tools. Thelicit
assumptions behind these “counts” are that allheté
defects are of the same type (to allow additiv

summation) and that they all have the same valu

(commonly a unit value — interval scale) and tha t
count can be meaningfully interpreted when it isoze
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(rational zero — ratio scale). This allows researshto
undertake a large array of differing analysis téghas —
however, are the assumptions really justified?

Consider an industrial debugging process; typically
upon finding a bug, a practitioner describes itatow
explicit decisions upon the “fate” of the bug. Aarpof
the description, the practitioner often includesirth
assessment of the severity of the bug. For exarijfle
248F (Software Considerations in Airborne Systems and
Equipment Certification) characterizes defects as:

1. Catastrophic: Defects that could (or did) cause
disastrous consequences for the system.

2. Severe: Defects that could (or did) cause very
serious consequences for the system.

3. Major: Defects that could (or did) cause significant
consequences for the system.

4. Minor: Defects that could (or did) cause small or
negligible consequences for the system.

5. No Effect: Defects that can cause no negative
consequences for the system.
of Clearly, from these descriptions it is difficult believe
at DO-248B considers that these 5 types of defect
possess the same value. Hence, should researchers
consider them to be of different types?

Schemas like Orthogonal Defect Classification (ODC)
[3] and Defect Origins, Types, and Modes [12] dfgss
defects into alternative dimensions or types. lhept
situations, defects are classified by their cauReof
cause analysis) or by the phase in the life-cydere
they are injected. While, it is unlikely that wellever
Hwave a single definition of the numerical propert a
defect, a case can be easily made that treating #sea
single homogenous numerical-definition is not thdyo
option.

Other common ideas in IT are by definition an
amalgamation of concepts which are clearly distinct
gonsider, ISO 9126 as a potential definition oftwafe
duality. The standard states that quality is coragosf:
functionality, reliability, usability, efficiency,

2 D0-248B is the final report for clarification of178B
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maintainability, portability. Therefore, if we watd talk node is the number of studies which actively
about total quality we need to be able to construct considered this attribute when exploring this
something like: guestion. Some researchers even defined attrilastes
themselves! See the weights on the self-references
Total Quality = Quality (functionality) + Quality from a node to itself.
(reliability) + Quality (usability) + Quality (efitiency) + « These defining attributes are highly inter-relatéth
Quality (maintainability) + Quality (Portability) other attributes which define Trust. Forget lingari

So how can we construct such a variable as Total These defining attributes also have complex, inipeec
Quality? How can we safely aggregate the sub-gualitdefinitions based upon a network of attributes. HEat
expressions? How can we understand the relativadmp these attributes within this network of attributess in
of the sub-quality variables upon the total qualityturn a definition based upon a network of attrilsutand
variable? Further, the characteristics themselves aso on. As can be seen in Figure 1, most of theables
further composed of sub-characteristics; e.g. fanetity ~ surrounding trust are ill-defined. Clearly traditad
is the composition of suitability, accuracy, statistical experiments and analysis are not gtongork
interoperability, compliance, security. Once agdtime  here; we require a more open-ended framework with a
average practitioner may well ask — is security gosed much greater emphasis on exploration to start @fiiag
of anything? [1] this picture.

Software Engineering differs from many other Clearly, Software Engineering is a topic dominabgd
scientific disciplines due to its limited numbergfysical terms which are compositions of concepts which are
components and concepts. Physical components aow themselves a composition of concepts, which aréa if
to invoke ideas from the “hard sciences” to produceSoftware Engineering is dominated in such a fashion
precise definitions and relationships. This proside why are Software Engineering experiments not
solid basis for many empirical investigations amdt f dominated by composite variables and appropriate
them to have unique interpretations. In contrastivare  analysis of such variables? This paper seeks toeasd
Engineering often deals with attributes which areren this topic. By extending the analysis of a previpaper
meta-physical than physical, have imprecise dédind by the authors [9], we seek to introduce to thédfia
which vary over time, domain and problem statementsimple basis for constructing such variables; amd a
and often have no “mechanism” to allow us to eithemnalysis approach to allow them to be utilisedtietty

observe or measure them directly. safely.

Consider the “definition” of Trust taken from [2[his The remainder of the paper is structured as follows
definition represents a meta-analysis of the litemon Section 2 seeks to explain situations where comgioun
the definition of Trust. Points to note are: variables or indices are not required — moving to

compound or composite variables should only be
» The definition considers the attribute only witrdn undertaken when appropriate.  Section 3 provides a
limited domain (e-commerce). So what do the resultglescription of the conditions under which it isgeaable
imply for the definition in say organisational to use compound or composite variables. Secticarsd4s
settings? provide a practical illustration of using such wdles.
« To produce the definition, the researchers consitler Specifically, Section 4 presents an overview ofréslts
any on-line activity as a proxy for e-commercefrom [9] which is our starting point for introdugn
behaviour. Using proxies in Software Engineering iscompound variables. Section 5 provides a case study
extremely common because of imprecision ofusing compound indices by expanding the results in
definitions — however, it is not without substahtia Section 4 to provide a richer set of analysis ahe t
risk. exploration of additional hypotheses. Section 6ctuates
«  Trust seems to be defined in terms of a large numbéhe paper and seeks to provide guidelines on using
of attributes. Anything in Figure 1 with a direaik ~ compound indices.
to trust has potentially a direct relationship. The
number on the link indicates the number of studies
which “found” this relationship. The number in the
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Figure 1. Trust Attributes
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Il. EXPLORATION ANALYSIS AND COMPOSITE
VARIABLES

As was seen in Section 1, many “interesting” erapiri
qguestions do not fall within the traditional defian or
the domain of Neyman-Pearson type significancenigst
[15]. Empirical thinking should not simply involvihe
measurement of the error and inserting this figote a
test. Good empirical investigation seeks to expltre
error from many angles. In an ideal situation, waym

have been successful in conducting an experimetit wi

selection of .
O\{ylth more exploratory analyze where we aggregate

an extreme low error. Via careful
experimental parameters (choice of task, choice
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volumes of widgets, allowing, p and n to be set in line
with the economic situation and in a fashion whire
risks of encountering an error in inference areahedd
against this economic situation.

It is argued that in such well-defined situatidat
traditional Neyman-Pearson type significance tegstin
provides an excellent tool-set to analyze the biehaof
the situation. However, as we move away from thet
of situation; and encounter ill-defined variablear{ables
which are potentially dependent, variables whicin'tche
measured directly, etc.), we need to augment thikget

variables and look at the implications.

subjects, motivation of subjects, providing clear
guidance, etc), we can seek to minimize this error.
However, in many situations, we will have limitetsight

into how successful we have been; and hence, it is Any useful composite variable has to be definedgisi
essential to explore the data from a variety ofl@g a sound methodology. Typically, there are severajes

[1l. AN OVERVIEW OF COMPOSITEVARIABLES

looking for explanations of what really happened.for the construction of composite variables:

Inductive inference has no single best solution anyn
alternatives exist; empirical analysis involves lgriag

the problem at hand and selecting the “best” sabofs

based upon that analysis.

Consider the following scenario adapted from

Gigerenzer et al. [10]. A typical application of yean-
Pearson type significance testing is in qualitytoarin a
manufacturing setting. Imagine we are producinggetd
with a mean diameter of 5 mm (H1) as optimal amdnd
(H2) as dangerous and hence unacceptable.

experience, it is known that the random fluctuagiaf
diameters are approximately normally distributed trat
the standard deviations do not depend on the migas.

allows the experimenter to determine the sampling
distributions of the mean for both hypotheses. They

consider accepting H1 while H2 is true (Type llogyrto

be the most serious error because it may cause ttarm

the users and to the company’s reputation. Sosbgy=
0.1% ando =
sample size n of widgets that must be sampled edayy
to test the quality of the production. When thegegt

H2, they act as if there was a malfunction and stop

production, but this does not imply that they bedi¢hat

H2 is true. They know that they must expect a false

alarm, on average, in 1 out of 10 days in whichdhg no
malfunction.

Does this quality experiment sound
experiments outlined in Section 1. It is argued?!tere
the definition of “total quality” is very simplet heeds to

consider only one variable which can be measured

directly. The measure has a precise definition myilsg

the units of measurement, which are absolute. The
experiment has an instrument which can measure the

variable directly and this instrument, via caliliwat etc,

has known characteristics and is guaranteed (when

operating correctly) to have a very high level ofaracy.
The experiment is able to set two completing hypsés;

one which defines acceptable behavior, and one that

defines unacceptable behavior. These in conjunettm

definitions ofa andf define a rejection region for each

hypothesis. Further, the experimenter has the jugfian
also infinite sample size, the factory producesydar

©2012 ACADEMY PUBLISHER

From

10%. They now calculate the required

like the

» Deciding on the phenomenon to be measured.
Would it benefit from the use of composite
variables? For example, it is argued that the above
manufacturing scenario would not.

* Selection of sub-variables. A sound casual

argument or empirical evidence is required as to

identify which sub-variables are relevant to thdane
variable of interest. In general, there is no catgly
objective way of selecting these sub-variables.

e Assessing the quality of the dataThere needs to be

high quality data for all the sub-variables; othisey

the analysis will be meaningless. If all of the sub

variables are believed to contain large errorstaad

meta-variables will have extremely large errors
rendering the analysis useless. Careful use of
uncertainty and sensitivity analysis protects asfain
this issue.

Assessing the relationships between sub-variables.

Analyzing the sub-variables for correlations

important in many situationsSince, the sub-
variables will be aggregated in some fashion,
independence is important to avoid “double-

counting”.

Normalizing and weighting of the variables.Many
methods for normalizing and weighting the sub-
variables exist. The selection of the appropriate
methods depends on the situation, the collection
process and ultimately the data.

Uncertainty and Sensitivity Analysis. Changes in
the weighting system and the choice of mechanisms
to aggregate the sub-variables will affect the ltesu
obtained from the analysis. It is important to tiet
degree of sensitivity to fluctuations in the sub-
variables; and avoid reporting results which are
highly sensitive to small changes in the constaucti

of the composite variable. The value of the
composite variable should always be analyzed to
provide some form of confidence bound (e.g. under
what ranges of values does this result remain
constant?) upon the result.
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integration of the quality types into a single meta
Clearly, one could write a textbook on these tapicsconcept. The authors believe that this type of eioisis
instead, we have chosen to illustrate the use wipcsite really a failure to explore the analysis space tad the
variables in Software Engineering via a single cady. topic must embrace compound indices to allow it to
Specifically, the illustration will utilize a formhaubject- explore a richer set of questions. However, this
based experiment. Further, it will demonstrate How exploration is not without issues; and Section Himes
extend Neyman-Pearson type significance testing tan approach for handling compound indices in stbjec
accommodate composite variables and compositeased experimental situations when using inferkntia
guestions. No claim is made that the original eixpent  statistics.
is a perfect example of a situation where usingpmusitie
variables has no downside. In fact, the limited slam ) ) )
size in the original experiment must be considesed The only independent variable of the experiment was
issue. However, it will be demonstrated that via th the use of the structuring language named SSUCD
construction of composite variables, we are able t¢Simple Structured Use Case Descriptions) [8]. Tike
explore a wider range of questions; while introdgci ©f SSUCD was hence compared to the use of

sufficient safeguards to (hopefully) stop us frovem  Unstructured Natural Language (UNL). The experiment
interpreting the results. involved a total of 34 graduate

Software/Computer/Electrical Engineering studentiso
were divided into two groups of 17 subjects eache T
subjects were required to construct the use caskeinod

In [9] the authors undertook a pilot experiment @and an Airline Ticketing system [17] and a Banking syst
main experiment to assess the impact of utilising §11] using SSUCD and UNL. The experiment deployed a
structuring technique upon the quality of Use CA#€) 2 x 2 partial factorial design with repeated measuo
models. The reader is referred to this paper fdaide mitigate the effect of individual and group abdii The
The paper views quality in this context as haviagesal  schedule of the experimental tasks is outlinedabl& 2.
distinct concepts; see Table 1 for detalils.

A. Overview of Current Analysis

IV. CASE STUDY

TABLE 2. SCHEDULE OF EXPERIMENTAL TASKS

TABLE 1. QUALITY ATTRIBUTES OF A USE CASE MODEL
Quality Definition Group A Group B
Attribute
The UC diagram must conform to the concepts \yeek 1 | 'Mtroduction to UC modeling - 2 lectures (approdirs
contained in the UC descriptions and vice versa. total)
Consistent facts and information must be present UC modeling practice using UNL and SSUCD — 3 legsur
Consistency across UC descriptions. If a UC model contains Week 2 ap g
: . (approx. 3 hours)
more than one UC diagram, consistency must
exist between UC diagrams with respect to
elements that they depict. Week 3 % Develop Airline g Develop Airline Ticketing
The underlying requirements must correctly be = | Ticketing system | § system
represented by the UC diagram and textual O
Completeness descriptions. This means that all information and
facts that are expected to be in the UC g . c
descriptions and diagram must be present. Week 4 [C Devesl?lgteB;nkmg z Develop Banking system
The UC diagram and descriptions must not 8
Fault-Free contain any information or facts that are
incorrect, which misrepresent the underlying
requirements. i i ~ The subjects’ use case models were evaluated with
lﬁ:umogr‘i;Sdhé’sucl?ibzewigf’t")t’ﬁgaé’ysr?:;”'srr‘%eratdg respected to each of the quality attributes showfable
Analviical This includes the exclusion of any design or 1. The raw scores per qula“ty attribute are S_hown I
n implementation decisions, including interface Tables 335 (see Appendix A). The Mann-Whitney U
details. Except those explicitly defined by the statistic (of the 1st sample) was used to test ther
E:I'Lr:set?Tr:?)edr(.eI must be presented in a readable form differences between the [21]. The Hodges-Lehman
The information contained in the UC descriptions Method was us.ed to compute the confidence mtervals
Undertand- must be precise and unambiguous. The model around the medians at the standard 95% level. Bjorm
ability should also not contain repeated information as results from statistical significance testing, atimate of

this may lead to confusion. All stakeholders must tha difference between the two groups was provioed
share a common understanding of the presented . . . - . .
estimating the associated effect size using Cld&#ta [4-

functional requirements.

6]. For two samples, if the confidence intervalGifff's
Delta includes zero, then the populations are clemstd
equal — that is, insufficient difference existgdistinguish
Ipsetween the samples. If the confidence intervaluebas

In line with common practice in subject-based
Software Engineering experiments, the concepts9in [

are treated separately and a unique hypothesis . ; . . L
constructed for each distinct type of quality. nc Z€M then sufﬂc!ent mformatlon. exists to Q|st|r!§ju_the
yp 9 y. he, samples. In this experiment, if the confidencesnval

hypotheses with regard to the overall impact oraltot : o
quality, etc are not explored, as this requires arg\clud_ed only posmvg numbers .then SSU.CD > UNL
favoring SSUCD). If it only contained negative roens
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then UNL > SSUCD (favoring UNL). The analysis individually. Again, only statistically significantesults

performed
variables, experimental artifacts and groups’ #@ediin
isolation, with respect to each quality attribui@ble 3
presents the results from investigating the efééaising

investigates the effects of the treatmerdre shown. Note that there were no statisticafipificant

results obtained from investigating the performanée
Group A vs. Group B with respect to all quality
attributes. The statistically significant resultegented in

SSUCD vs. UNL on each system with respect to th@ables 3 and 4 are further confirmed in favor ofUE®

quality attributes (statistically insignificant tds were
omitted from the Table 3.) Table 4 presents thailltes
obtained for the Airline Ticketing system vs. Bamdi
system with respect

as the confidence interval around Cliff's Deltaclirdes
only positive values as shown in Tables 5 and 6,
respectively.

to each quality attributes

TABLE 3. MANN-WHITNEY TESTS FOR THE SSUCD VS. UNL RESULTS

System Technique Rank | Mean U Difference between 95.2% Cl Mann-Whitney U 1-tailed p
sum rank medians statistic
Inconsistencies
Airline SSUCD 362.5 21.32 79.5
Ticketing UNL 2325 | 1368 | 2095 1.0 00 10 4 9.5 0.010
) SSUCD 3375 21.09 70.5
Banking UNL 2235 13.15 2015 1.0 0.0 to 4o 70.5 0.010
Completeness
Airline SSUCD 364.0 21.41 78.0
Ticketing UNL 2310 | 1359 | 2110 1.0 00 1020 8 0.018
Under standability
Airline SsucD 3855 | 2268| 565 2.0 1.0 to 3.0 56.5 <0.01
Ticketing
TABLE 4. MANN-WHITNEY TESTS FOR THE AIRLINE TICKETING SYSTEMWS. BANKING SYSTEM RESULTS
System Rank Mean rank U leferencg between 95.2% CI Mann—W_hlt_ney U 2-tailed p
sum medians statistic
Fault Free
Airline Ticketing 1368.0 40.24 349.0 0125 0.0 0 0.250 349 0.007
Banking 910.0 27.58 773.0
Understandability
Airline Ticketing 1375.0 40.44 342.0 0.250 0.083 10 0.33] 342 0.006
Banking 903.0 27.36 780.0
TABLE 5.

CLIFF'SDELTA FORTHE SSUCDVS. UNL RESULTS

Cliff's delta Confidence Inte,r\val around
System 5 Variance delta (O)
(9) Max. | Min.
I nconsistencies
Airline 0.450 0.030 0.673 0.112
Ticketing
Banking 0.764 0.028 0.783 0.435
Completeness
Airline 0.460 0.030 0.680 0.122
Ticketing
Understandability
Airline 0.609 0.024 0.737 0.324
Ticketing
TABLE 6.

CLIFF'SDELTA FORTHE SSUCDVS. UNL RESULTS

Cliff's delta Confidence Inte}r\val
Quality Attribute (3) Variance around delta (O )
Max. Min.
Fault-Free -0.378 0.019 -0.090 -0.608
Understandability -0.390 0.021 -0.086 -0.627

©2012 ACADEMY PUBLISHER

Il. EXTENDING THE RESULTSUSING COMPOSITEINDICES

In this section, we will explore the results furth®
provide some illustrative experiment-wide numerical
statements about the study. Our exploration iscbapen
the construction of a number of composite indicds;
combining our sub-indicators (the individual qualit
characteristic performances) into a single indexttoas
basis of representing an implicit underlying moithethis
paper (that of the total performance of any indiad
subject in either of the tasks). Clearly, this ammh
requires the reader to carefully consider its tesab it
effectively summarizes complex, multi-dimensional
issues into simple numerical statements and hente i
easy to over-interpret the output resulting from
subsequent analysis of these numerical statements.

In common with current practice, we will construct
composite indices by a weighted combination of
normalized sub-indicator values [14, 18]; speclficave
will construct composite indices of the form:

Let Sl represent any arbitrary sub-indicator:
Score =w, * F(SI;)0Ow, * F (S, )Ow, * F(SI;;)O......
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Wherew; is a weighting factorf() is a normalization a common orientation. The transformed sub-indicator
use a positive only scale, where a ‘low’ value iepla
‘poor’ performance and a ‘high’ value implies a &gb
performance.

Weighting factor: The weighting factor basically
describes the relative importance of each of the- su
indicator terms. Normally this is unknown and these
values are estimated by domain experts; e.g. Saisan
al. [19] outline an estimation approach, where expert
opinion is collected and analyzed using budgetcation
and analytical hierarchy process approaches. Haweve
we believe that these types of approaches areaiylik
be fruitful within our domain, and hence, we take a
impler approach. Initially, all of the weightingrins
ave been set to have a unit value; subsequentby tie

function;Llis an aggregation operator; ang has a
higher precedence tham,. Unfortunately, there is no
universal formulation for these three terms; andckethe
following discussion is our rational for our sekstt
instantiations.

Normalization Function: A normalization function is
required to stop us combining “apples” and “orarfiges
and provides effective protection against data s@su
such as Simpson’s paradox [23]. It is importanseect
the appropriate normalization procedure with refeeeto
both the data properties and the theoretical framnkew
This action requires scrutiny of the data set fab-s
indicators. Even after scrutiny, the selection of aﬁ
procedure is not obvious; there are still riskbéoworked X X :
through. Recognizing and working through thesesrisk weights are varied to form bounds upon the restiis; .

a fundamental exercise in this article. In due time P'OC€SS for.ms.the_ core of.our approach .to unceytain
normalization procedure must be selected. We smlect 2nalysis which is discussed in the next section.
re-scaling. There are five other normailizationqadures _Aggregatlon _O_peratlon: H_ere we select_a Suitable
that could have been used; each has its own \@ar&@tn bas_|s for CO”?b'”'”g the weighted normalized sub-
application and of course, its own risks. We seléae- mo!lcators. Agam, we believe that_ _the prob_lem ke@a
scaling as a normalization procedure and were zaghi unique choice of operator, addition. (This decisisn

of its risks; it was the same procedure used incte revi_si_ted in Section 5.2) Hence we forr_n a simphegh’r
study. The re-scaling normalization procedure iterof additive statement. Other alternatives include geom

encountered in the literature and we have followresl ~299regation or hon-compensatory muIti-griteria w;igl
same procedure. Note that outlining the completeote [13], however neither of these alternatives provile

risks for each normalization procedure is lengtmd a S“‘t‘?b.'e for.mullgtion for sgbsequent anaIysjs imnsemf
beyond the scope of this paper statistical significance testing and effect sizeénestion.

: : This formulation implies that ideally the sub-
As previously mentioned, for the type of data and . . S
analysis within this study, two options basicallyist indicators should be independent. Clearly, thishbézal

standardization or re-scaling. Standardization apges 'eduirement is impossible to meet in this “stylef o
require the estimation of several parametric dptms problem, as the sub-|nc_i|ce_1t(_)rs are just d|ff_eren_ pests of

for the sub-indicators. However, as indicated egrpur "€ Performance of an individual subject within stedy.
sub-indicators have neither theoretical argumerds nHenpe, dependenge between the_ sub-|nd|_cators IS an
numerical support for the statement that they arepted inevitable f_eature [n any _formulatlon of this copte
from a parametric distribution; and hence, re-sepli However, given this limitation no clear course ofien
becomes the only viable option. In fact, during mad exists. One may View the dependence among the sub-
our exploratory analysis, many common approaches adndlc_ators as sc_;methmg to correct fo_r, I_:or ex*’?‘mbbe
techniques are not available due to various distion making the weight for a given sub-indicator invéyse

requirements that they possess. For the sake oftyore proport_ione}I to the arithmetic mean of t.he COoeéits of
we will in general not discuss when individual determination for each correlation that includes given

approaches are not suitable for this reason sub-indicator. On the other hand, practitionersmoflti-

Re-scaling can be considered as the non—paramen’i’éi_teria decision analysis would tend to considee t
analog to standardization. Re-scaling simply tramag ~ cXiStence of the dependences as a feature of diepn,

all sub-indicators into an identical range (0,1)._nOt to be corrected for, as corre_lated indicatorsy m
Specifically, using the normalization function: indeed reflect non-compensable different aspectthef

Sl —min(S| problem. We explore this issue principally, but licigly,
F(j,i) = j.i ~min(Sl)) by our uncertainty analysis approach, which exsdhe
rang€(Sl;) impact of the weighting factors. However, in gehense

A disadvantage of this approach is that the minim&€Sist the temptation to attempt to correct the
and maxima might be unreliable outliers, and have gépendences as we view them as non-compensable

distortion effect on the normalized indicator. @i bther ~ features of the domain. Keep in mind though, thes t
hand, for sub-indicator values lying within a small@SPect undoubtedly should be viewed as a threéteto

interval, this method increases the effect of tiidator ~ Validity of the numerical results within this seti
on the composite index. No obvious evidence eX'r.a;ts A. Uncertainty and Sensitivity Analysis
our data that these effects are extreme, but gieir When constructing our composite indexes we make

hature it is impossible to say that no impact exisind . three decisions; in the above section, we argueaof

o e o o™ thedecisons (roralzaon and_aggegaton) iave
the no);mal' ation function. we transform'o rdaigm o unique definitions within this context. Hence, wallw
zation function, w u v only explore the impact of the remaining definition

©2012 ACADEMY PUBLISHER
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(weighting). In addition, we examine the impacttbé

input sample, as it is drawn without reference to a Uncertainty
randomized andequirements, we can avoid using Monte Carlo sargpli

sampling frame, by neither a

Analysis:

Given

our
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limited

representative sampling procedure, and withoutipec of the factor (and Monte Carlo Permutation test§])[1

targets at controlling Type Il errors, and hentejist be
considered as less than ideal. We regard

and simply replace them with an exhaustive seafetr.
thessach weighting factor, we independently vary it dry

explorations as approaches to uncertainty [7] andrder of magnitude in each direction (i.e. [0.1])1&nd

sensitivity analysis [20] respectively. We expldhese

two cross-validation approaches only within the aapt

of our data analysis goals. Within this experimavd,are

principally interested in a binary decision (sigeait or

non-significant); and hence we utilize this factstworten

the analysis approach to only yield additional ghsiinto

these decisions. That is, we only really consideo t
guestions:

SSUCD vs.UNL — All attributes combined

% Can changes to the weighting factors change the

record when, and if, the binary decision changes.

Uncertainty analysis will be presented in tableat th
contain two main columns. The first column shows th
range that a weighting, for a certain quality btite, can
change while maintaining the statistical significan(or
insignificance) indicated in the second column obse
in the original analysis.

result of the statistical significance tests, whereTaple 7 shows the overall quality achieved by the
change is defined as crossing the binary decisioBubjects when using SSUCD and UNL with respect to
threshold when compared with the results from ouhoth systems. As shown in Table 8, statistical
control result (with every weight factor consideredsignificance was observed with respect to the divera

equal)?

quality achieved by the subjects with the Airline

_ _ _ _ Ticketing system only. Sensitivity analysis of tresults
< Do particular input data items overly influence the(Table 9) and Cliffs Delta (Table 10) both indieahat

result of the statistical significance test? Tlatif

subjects performed better with SSUCD over their UNL

they are withdrawn from the data set, does therpina counterparts with respect to the Airline Ticketi®gstem.

decision change?

The uncertainty analysis (Table 11) performed iatis

- that there was no single quality attribute conttiitog
More specifically our two approaches to cross-significantly the most towards the statistical #igance

validation are as follows:

Sensitivity Analysis: Again, we can avoid more
generic re-sampling statistical approaches [22]d an

BOTH SYSTEMS

observed with respect to the Airline Ticketing gyst

TABLE 7. DESCRIPTIVE STATISTICS OF THE RESULTS FOR

replace it with an exhaustive search. Here, we drétv System | Technique| n| Median IQR| 95% CI of Median
every permutation of input pairs and see if theat;_m Airline SSUCD |17| 4342 | 0474 4.07 to 4550
decision changes. (In reality, only the most exqmair ot

: ; i Ticketing UNL 17| 3.922 | 1.180  2.96: to 4.143
needs to be investigated.) If the decision doeshahge, : : IO :
we withdraw every permutation of two input pairtc.e  ganking | SooC> |16| 3697 | 0788  3.28 t04.196
We stop when either the binary decision changether UNL 17| 3.446 | 0524  3.11! t03.637

data set is exhausted.
Sensitivity analysis will be presented in tablestth

BOTH SYSTEMS

TABLE 9. SENSITIVITY ANALYSIS OF THE RESULTS FOR

contain four main columns. The first column willntain

the original P value obtained from the Mann-Whitney Overall OT)%'%?LF;);’ﬁlsuevaﬁLagggr'B; d #of pairs | In favor
statistical test performed on the original valudhe Quality removal removal | removed | of
s_ecqr_wd column shoyvs the <_:hange in statl_stlcal Airline 0.005 Insignificant 3 UNL
significance aftern pairs are withdrawn. The third _Ticketing -
column indicates the number of pairs that were Banking 0.130 Significant 8 UNL
withdrawn in order to cause a change in the sizdist Significant 1 SSUCD
significance (from significant to insignificant orice
versa). The fourth column indicates the categonytich
pairs were withdrawn in favor of.
TABLE 8. MANN-WHITNEY TEST FOR BOTH SYSTEMS
Difference .
System Technique Rank Mean U between 95.2% CI Mann—W_hlt_ney U 2-tailed p
sum rank medians statistic
Airline SSUCD 380.0 2235 620 to
Ticketing UNL 215.0 12.65| 2070 ©9°% 0171 1178 62 0.005
Banki SSuch 314.0 1963] 940 0.320 0.089 ' 94 0.130
ankin . -0. .
9 UNL 247.0 | 14.53 178.0 0.726
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TABLE 10.CLIFF'S DELTA FOR BOTH SYSTEMS TABLE 15. SENSITIVITY ANALYSIS OF THE RESULTS
cliff Confidence Interval Original P Change in P # of
Svstem : S,\ Variance 5 value before| value after pairs In favor of
y delta (O) around delta (O ) pairs removal pairs removal removed
Max. Min. Airline
Airline Significant 1 Ticketing
Ticketing 0571 0.026 0.802 0.191 gﬁzﬁl)l/ 0.057 System
Banking 0.313 0.039 0.628 -0.092 Significant 12 Banking
System
TABLE 11.UNCERTAINTY ANALYSIS OF THE RESULTSFOR
BOTH SYSTEMS TABLE 16. UNCERTAINTY ANALYSIS OF THE RESULTS
System | Quality Attribute Assigned P value Quality Attribute Assigned Weight P value
Weight e ETEEs 01 o 10 Insignificant
I nconsistencies 01 & 9 Significant R
10 Insignificant Completeness 01 o 10 Insignificant
Completeness 01 < 10 Significant 01 10 Insianificant
Airline - 01 o 4 Significant Fault-Free - 9
Ticketing auit-rree 5 o 10 | Insignificant Analytical 01 < 10 Insignificant
] 01 & 8 Significant — —
Analytical 9 o 10 Insignificant Under standability 01 o 10 Insignificant
Understandability | 0.1 < 10 Significant
. . 01 & 2 Insignificant Group A vs. Group B
Inconsistencies 3 o 10| Significant p . p
Banking Sifoelilod 8'1 = g% '”Ssiégnr;]!if(':;?':t Table 17 shows the overall quality achieved by each
Incorrectness 1 < 10| Insignificant group. As shown in Tables 18 and 19, there is no
Analytical 0.1 < 10 | Insignificant statistical significance observed between the goup
Understandability | 0.1 < 10 | Insignificant Sensitivity analysis (Table 20) of the results aade that

statistical significance will be observed after fueres of
Airline Ticketing System vs. Banking System 5 subject pairs have been removed in favor of Groap

Group B. Uncertainty analysis performed (Table 21)
Table 12 shows the overall quality achieved by théndicate that each group performed at a close |l
subjects with each system. As shown in Tables #3ldn respect to each quality attribute. This furtherfirars the
no statistical significance was observed betweem thanalysis performed previously in Section 4.1.3, alhi
overall quality achieved with the Airline Ticketing indicates that both groups have proximate capssilit
system and the Banking system. Sensitivity analgsis
the results show that statistical significance wik TABLE 17.DESCRIPTIVE STATISTICS OF THE RESULTS
observed if only one pair was removed in favor the Group | n | Median | IQR 95% Cl of Median
Airline Ticketing system in comparison to twelveirga
removed in favor of the Banking system (Table 15).
Uncertainty analysis (Table 16) shows that thereas
single quality attribute that can lead to statadtic
insignificance being observed between the two syste

SSUCD | 34 3.570 0.854 3.327t0 3.918
33 3.644 1.254 3.250to 4.000

TABLE 19.CLIFF'S DELTA

which indicates that the subjects performed reddgiv =~ " odeM@ | | Confidence interval around delta (O )
close with respect to each quality attribute (0) Max. Min.
0,031 0.024 0.263 -0.320

TABLE 12.DESCRIPTIVE STATISTICS OF THE RESULTS

System nl Median IQR 95% CI of Median TABLE 20.SENSITIVITY ANALYSIS

Original P value
before pairs

; removal
Banking 33| 3.601 0.667 3321 t03.839

Change in P value |# of pairs| In favor
after pairs removal | removed of

Airline Ticketing | 34| 3.951 0.813 3727 to4.284

Overall 0.003 Significant 5 Group A
Quality ) Significant 5 Group B
TABLE 13.
C'C'l'_':f': Sd E:ELTA —AIRLINE TICKETING VS. BANKING TABLE 21. UNCERTAINTY ANALYSIS OF THE RESULTS
's delta 5 - - - -
s Variance | Confidence Interval around delta (O ) Quality Attribute Assigned Weight P value
(5) Max Min Inconsistencies 01 & 10 Insignificant
-0.270 0.023 0.039 -0.532 Correctness 01 « 10 Insignificant
Incorrectness 01 & 10 Insignificant
Analytical 01 & 10 Insignificant
Under standability 01 & 10 Insignificant
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TABLE 14. MANN-WHITNEY TEST

Rank Mean Difference between o Mann-Whitney U i
System sum rank U medians 95.2% Cl statistic 2-tailed p
Airline 1307.5 38.46 409.5
Ticketing 0.333 -0.006  to 0.607 409.5 0.057
Banking 970.5 29.41 712.5
TABLE 18. MANN-WHITNEY TEST FOR SSUCD VS. UNL
Group Rank Mean U leferencg between 95.20 Cl Mann—W_hlt_ney U 2-tailed p
sum rank medians statistic
SSuUCD 1176.0 34.59 541.0
0.050 -0.307 t00.439 541 0.802
UNL 1102.0 33.39 581.0

B. Meta-level Analysis in comparison to their UNL counterpart with respext
' i ) ) ) the overall quality achieved. As stated by the atfféze

Our experiment can be viewed as a pairr of experisnen test (Table 28), SSUCD subjects performed betterail

In this section, we explore the aggregation ofmults  that UNL subjects. The sensitivity analysis (TaB®)

from the ‘two’ experiments. Clearly, this has plsl and uncertainty analysis performed (Table 30) did n
with meta-ana|ytIC procedures (f|Xed'effeCtS mo)jelSrevea| anyfurther Significant information.

[22]; however, here we have the raw data availaiole
just the summary statistics. As within the previous TABLE 22.DESCRIPTIVE STATISTICS OF THE RESULTS

section, we believe that this is an imprecise psand 95% Cl of
hence the issue is best framed in an exploratotyr@a _ Quality Attribute [Technique | n |Median| IQR Median

We view this process, and the results, as contimin | senc SSUCD |33| 1.000| 0.400|0.80¢ to 1.000
. . . . nconsistencies

significant level of risk as clearly the experimeate far UNL  |34| 0714 | 0286l 0577 to0.857

from independent and hence have a significant nuwbe
sources of potential common bias. Hence, we muge ur  Completeness
caution when interpreting the results from withimst

SSUCD | 33| 0.909| 0.143| 0.90¢ to 1.000
UNL 34| 0.818 | 0.192) 0.727 to 0.909

H C
section. s SSUCD (33| 0.875| 0.375| 0.62¢ to 0.875
UNL  [34] 0.750 | 0.250| 0.62¢ to 0.875
Aggregation for Each Quality Characteristic Analytical SSuUCD |33| 1.000| 0.333] 1.00¢ to 1.000

UNL 34| 1.000 | 0.250) 0.75( to 1.000
SSUCD | 33| 0.750 | 0.375| 0.62¢ to 0.875
UNL 34| 0.429 | 0.429| 0.28¢ to 0.571

Here we merge (as aggregation) the results from th
individual tasks into a single meta- statement. fdwailts Understandability
are shown in Table 22. To allow for significancstiteg,
the merged scores need to be ranked; and hens®ith a TABLE 24

comparing incompatible types, we again normalize, o CLIFF'S DELTA FOR ALL QUALITY ATTRIBUTES

more precisely rescale, every score before comparis — =
i . . : . Cliff's delta cl d delta (O
Within this framewo_rk, We|ght|rjgs_ have no r_eal miegn Quality Attribute ~ Variance around delta (O )
and hence uncertainty analysis is not applied; ewe (0) max min
sensitivity analysis exists as before. Again, the Inconsistencies 0.370 0.019 0.602 0.080
aggregation operator (merging in this case) isehbeli to Completeness 0.352 0.019 0.588 0.060
be uniquely defi_ned by the context. . o Fault-Free 0.084 0.017 0.324 -0.167
~As shown in Table 23, there exist statistically™ Analytical 0.322 0.017 0547 0.053
§|gn|f|cgnt foejrenc‘es in three , quality atltrlbutes Understandability | 0.467 0018 0.685 0173
Inconsistencies’, Completeness and Lessens
Understandability’. The Cliff's Delta value showm i g £ 55 sensiTviTY ANALYSIS OF THE RESULTS FOR
Table 24 indicates that the statistical signific ALL ATTRIBUTES
observed in these thre? mentioned categories efeevam _ Quality Attribute [Original P value| Change in P| #of [, . =
of the SSUCD subjects. The sensitivity analysis with all pairs | value after | pairs of
performed did not reveal any further significant Cogsg%‘;fe‘j Pfll'fs fe’pova”em(’;’ec —
; ; Inconsistencies . nsignificant]
information (Table 25). Completeness 0.013 Insignificant 2 UNL
. Significant 6 UNL
Aggregation of Total Performance Fault-Free 0.557 Significant 2 | ssuco
. . . . ) Significant 10 UNL
Here we merge all quality attributes into a singleta-  Analytical 0.480 Signiﬁcam 7 SSUCD
statement. The results are shown in Table 26. Asvsh Ureezmeaihy 0.001 Insignifican] 5 UNL

in Table 27, there exists a statistically significa
difference between the performances of SSUCD st&hjec
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TABLE 23. MANN-WHITNEY TEST FOR ALL QUALITY ATTRIBUTES
Difference
Quality Mean between Mann-Whitney
Attribute Technique Rank sum | rank U medians 95.2% CI U statistic 2-tailed p

SSuch 1329.5 40.29)  353. 0.143 0.000 to0.286 353.5 0.008

Inconsistencies UNL 948.5 27.90| 768.1
SSUCD 13195 39.98)  363. 0.091 0.000 t00.177 363.5 0.013

Completeness UNL 958.5 28.19| 758.1
SSUCD 1168.0 35.39| 515. 0.000 -0.125 t00.125 515 0.557

Fault-Free UNL 1110.0 32.65[ 607.
SSucb 1169.5 35.44) 513 0.000 0.000 to0 513.5 0.480

Analytical UNL 1108.5 32.60[ 608.
Airline 1384.0 | 41.94f 2999 g 0107  100.429 299 0.001

Understandability | Banking 894.0 | 26.29823.0

TABLE 27. MANN-WHITNEY TEST FOR ALL QUALITY ATTRIBUTES
Difference .
Rank Mean Mann-Whitney .
Group U between 95.2% ClI - 2-tailed p
sum rank medians U statistic
SSUCD
13600 41.210 3230 0.562 0.185 to 0.917 323 0.0028
UNL 918.0 27.0 799.0

TABLE 26.DESCRIPTIVE STATISTICS OF THE RESULTS

Group n Median IQR 95% CI of Median
SSUCD | 34 4.111 0.717 3.75. to 4.357
UNL 33 3.399 1.064 3.08¢ to 3.997
TABLE 28.CLIFF'S DELTA
Cliff's delta Y
~ variance | Confidence Interval around delta ©)
(0) Max. Min.
0.516 0.016 0.719 0.233
TABLE 29. SENSITIVITY ANALYSIS OF THE RESULTS
Original P v_alue Change in Evalu # of pairs
before pairs after pairs removed In favor of
Overall removal removal
Quality 0.0028 Insignificant 2 UNL

TABLE 30.UNCERTAINTY ANALYSIS OF THE RESULTS

composite metrics are utilized, the researcher sided
follow a careful process including components, \whic
seek to illustrate the level of bias or uncertainty
introduced by these composite measures. The paper
undertakes a case study to demonstrate these ideas
practice. The paper specifically recommends that
experimenters need to use both sensitivity andrtaiogy
analysis when utilizing composite measures. leigelved
that the use of sensitivity and uncertainty analyisi
combination is a novel contribution to the empirica
software engineering literature and that treatigette
“correct” use of composite metrics provides an tddal
augmentation to existing practice.

APPENDIXA RAW DATA
TABLE 31.RAW DATA FORAIRLINE TICKETING SYSTEM

Quality Attribute | Assigned Weight P value VS.BANKING SYSTEMRESULTS(INCONSISTENCIES)
I nconsistencies 01 < 10 Significant Alrline e Ba 9 e

— Inconsistencies I nconsistencies

Correctness 01 « 10 Significant SSUCD UNL SSUCD UNL

01 o 2 Significant g g 8 ;

Incorrectness 3 o 10 Insignificant 1 1 0 6

01 o 7 Significant 8 g 8 g

shmalitical 8 o 10 Insignificant 5 ) 0 0

— 0 -6 -4 -1

Under standability 01 < 10 Significant ) x] 0 3

-2 0 3 -3

VI. CONCLUSION 0 0 -2 -1

-2 -1 0 -1

This paper argues that current analysis approaghes -3 -6 -1 -3

many empirical software engineering papers faifulty -1 -3 -1 -3

. > ; AN -1 -5 0 -3

explore their data sets. To achieve this additionat ) %) 0 %)

exploration and insight, the fielq needs_to beiwjjlto_ _ 2 5 0 0

embrace the use of composite metrics even within 0 -1 0

traditional hypothesis testing. While composite nest
have the ability to provide additional insight, ytere not

without

risk. Hence,

©2012 ACADEMY PUBLISHER
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TABLE 32.RAW DATA FORAIRLINE TICKETING SYSTEM
VS.BANKING SYSTEMRESULTS(COMPLETENESS)

A a e Ba 0 e

1675

TABLE 35RAW DATA FORAIRLINE TICKETING SYSTEM

VS.BANKING SYSTEMRESULTS(UNDERSTANDABILITY)

A e e Ba 0 o

TABLE 33.RAW DATA FORAIRLINE TICKETING SYSTEM
VS.BANKING SYSTEMRESULTS(ANALYTICAL)

A e e Ba 0 o

Analytical Analytical

SSUCD UNL SSUCD UNL
0 0 0 1
0 1 0 0
0 0 1 1
0 0 1 0
1 0 0 1
0 0 1 0
1 2 0 1
1 1 3 0
0 0 0 0
1 1 0 1
0 0 0 0
0 2 0 0
1 0 0 0
0 1 0 0
0 2 0 0
0 0 0 -4
0 1 0

TABLE 34.RAW DATA FORAIRLINE TICKETING SYSTEM
VS.BANKING SYSTEMRESULTS(FAULT-FREE)

A a e Ba 0 e

Fault-Free Fault-Free
SSUCD UNL SSUCD UNL
-1 0 -3 -5
-1 0 -3 -2
-1 -2 -1 -1
-1 0 0 -1
-4 -3 0 -3
-2 -2 -8 -1
0 -4 -7 -2
0 0 -3 -1
-1 0 -2 -5
-4 -3 -7 -8
-1 0 -6 0
0 -8 -1 -3
0 0 -3 -5
-1 -5 -1 -3
0 -2 -4 -1
0 -8 -5 -1
0 -2 -1

©2012 ACADEMY PUBLISHER

Completeness Completeness Understandability Understandability
(max. 11) (max. 21) SSUCD UNL SSUCD UNL
SSUCD UNL SSUCD UNL 0 -2 -5 -6
8 7 14 12 0 -3 -4 -4
7 7 21 20 -2 -5 -1 -4
10 7 20 19 -2 -3 -2 -7
11 10 14 11 -1 -6 -4 -5
11 10 18 17 -2 -2 -6 -6
11 9 19 9 -4 -3 -3 -5
10 8 18 12 -1 -2 0 -4
10 11 19 19 -1 -2 -3 -6
11 10 20 18 -1 -1 -6 -5
10 10 17 17 -1 0 -8 -3
10 8 21 20 -3 -6 -2 -1
9 11 21 9 -1 -3 -6 -4
8 11 16 20 -1 -5 -2 -6
11 9 12 21 -1 -3 -5 -6
11 9 19 16 -1 -4 -6 0
11 8 19 20 0 -1 -7
10 8 15
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