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Abstract—The disclosure of sensitive information has
become prominent nowadays; privacy preservation has
become a research hotspot in the field of data seity.
Among all the algorithms of privacy preservation in data
mining, K-anonymity is a kind of common and valid
algorithm in privacy preservation, which can effecively
prevent the loss of sensitive information under liking
attacks, and it is widely used in various fields reent years.
This article based on the existingK-anonymity privacy
preservation of the basic ideas and concept&-anonymity
model, and enhanced the&K-anonymity model, and gives a
simple example to compare each algorithm; finally,it
prospected the development direction oK-anonymity on
privacy preservation.

Index Terms—data mining; privacy preservation; K-
anonymity; generalization & suppression; the enhaned K-
anonymity

I. INTRODUCTION

mining methods and the specific process. Data mifgn
the process of analyzing data from different pertipes
and summarizing it into useful information-infornaat
that can be used to increase revenue, cuts codtmtio.
One of its important features is obtained modelsutas
from a large number of data mining, usually for the
integrated data rather than the details of the. @aais it
possible for us to extract the patterns or ruletan the
non-précised original data? To achieve both the
reasonable privacy preservation approach of seesiti
data and the extraction based on the statisticéh da
patterns are the starting point of the study and th
ultimate goal of privacy preservation.

Privacy preservation based on data mining can be
applied widely in various industries and it has @oo
prospect. The existing data mining methods are:
heuristic-based  privacy preservation technology,
cryptography-based privacy preserving techniquesd a
privacy preservation technology based on the

With the rapid development of information technolog reconstruction, for different methods they appheell in
and the wide application of networks, large-scafe ocorresponding fields, and can preserve user's gyiva

digital information is stored and published,

andinformation to some extent [3]. This paper reseadch

knowledge discovery and data mining applications irbased on K-anonymity, a common approach in privacy

information retrieval have played an active

rolepreservation so far, and analyzed the main ideas an

gradually, which greatly contributed to the variousmodels of existing K-anonymity algorithm, and fityal
departments from the massive data mining of usefybrospected the development direction of K-anonyraity

information needs. At the same time it also bringany
problems regarding the privacy,

in the field of data security. For example, theoaggion
among the illegal records in public security systehne
customer's credit card transactions, telecommunitst
users' personal information, housing informatiomg @o
on. It is of great significance for government dmginess
when make decisions, while it may destroy the eit&
personal privacy [1,2]. A reasonable and effecthathod
of protection, which can protect the user’'s privand
keep the data available at the same time, is g tof
developments in information security.

privacy protection in the future.

the disclosure of
sensitive information has become prominent nowadays
and privacy preservation has become a researcipdiots

Il. THE MAIN ALGORITHM OF K-ANONYMITY MODEL

A. K-anonymity model

In real life, for the demands of research and sttedl,
some agencies often should publish some data, asich
research on population statistics, medical and theal
Although some personal identifiable information lsuas
name, 1D number, telephone number and other attributes,
has been concealed when publishing that informathun
attacker may get the sensitive information throogjer
channels, for instance, linking attack is an effecivay
to deduce the sensitive information mainly works on

First of all, what need to definite is that privacy quasi-identifier from two or more data table [4,. 5]
disclosure may not only due to the data minmgCurrentIy, K-anonymous is the most effective and

technology itself, but the specific applications ddta
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common approach to avoid linking attack and protect
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private information from disclosure. Figure 1 is
demonstration of linking attack.

name
address
date
register
party
affiliation

ethnicity
visit date
diagnosis
procedure
medication
total change

race
birth

gender

zZip

Medical data

voter list
Figure 1 linking attack

K-anonymity was raised in 1998 by Samarati and L

Sweeney, it requires the published data existsriine
number (at least for th&) whose records cannot be
distinguished, so that an attacker cannot distsigthe
respective privacy information of a specific indivals,
thereby it prevents the leakage of personal privaser
can specify a parametek for the greatest risk of
information leakage that they can receive Kin
anonymous. It protects the privacy of individualssbme
extent, while it also reduces the availability aftat the
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ainto value generalization and domain generalization

usually they can be achieved in the form of a galimsd
tree. For example, one of the generalization céget 5
can be [3, 6], because 5 is in the interval oB[33].

The number of different generalizations of a table
when generalization is enforced at the attributelleis
equal to the number of different combinations ofnéins
that the attributes in the table can assume. Gi@nain
generalization hierarchies DGHy, for

attribute {A,,...,A|} the number of generalizations,
enforced at the attribute level, for taipl,,...,A,) is:

n

(]

(1)
i=1

Table | shows a medical information table, after
generalized; it does not include sensitive infoiomat
such as their names, Medicare numbers, home a¢dress
andID numbers and so on [9]. However, as we can see,
there exists quasi-identifier information such gesder,
age, zp, etc, through the collection of these attributes,
attackers can distinguish the personal information
indirectly, and so it is possible to disclose patimedical

GDGHDi‘+1)

work of K-anonymity focuses mainly on the protection ofinformation.
private information and increase their availabili§ince
the proposedK-anonymity has been the general concern

TABLE |
Original medical information

of academia; many scholars at home and abroadrcbsea PP —
X . ; quasi-identifier sensitive
and develop the technology in different way. Sitloe ID — other i i
: gender| age zip information
proposedK-anonymity has been the general concern of - -
academia; many scholars at home and abroad research * | mMale | 25| 644™| ... gastric ulcer
and develop the technology in different way. 2 | male | 27| 650%*| ... AIDS
3 male 22| 671%™ ... flu
*kk i
B. Description of the mode! 4 male 29| 675 | ... neurasthenia
5 | female| 34| 671%** | ... flu
Definition 1 QI (Quasi-identifier):Given a tableU, a 6 | female| 31| 671%*| ... hepatitis
table T(A,...,A,) . f.:U T and f,:T -U" 7 | female| 37| 650%*| ... neurasthenia
whereU OU'. A quasi-identifier of T, writteQ; , is a 8 | female| 36| 650%*| ... flu

Suppression is to delete or hide some of the atgihin
the data table directly to protect patient privacy.
Suppressiolinvolves not releasing a value at all, which is
one special case of generalization. While there are
numerous techniques available, combining these two
offers several advantages. Sometimes known valtes a

set of attributegA,...,A;}O{A,... A} where: [ OU

such tlf]"a'tfg(fc(pi )[QT]): Pi [6]

Definition 2 (K-anonymity) A table T satisfies K-
anonymity if for every tuplet T there existk-1 other

tuples 6oty t, 0T such that replaced by unknown values “*”, such as zip in ¢ahl
tlc]=t [c]=t [c]=--=t_][c]forallcOQT [7]. In order to prevent the disclosure of private infation

The aim of the data mining is focused on how to se@nd protect patient privacy, after generalizeddat, the
effectively the original data by the method of Patients’ age information in the table is specifieda
anonymization, and to achieve the best anonymitg, t large range, and zip the code in the ™" indicatesy
maximum data availability, the minimum spending ofnumber, the rationale is as follows in Table
time and space at the same time. Different withadat TABLE Il

. . . Generalization of the data

perturbation techniques interference methods sugh a

distortion, disturbance and randomizatidtanonymity quasi-identifier ___ .
can maintain the authenticity of the data. The comm | D gender| agel  zip other | sensitive information
use to achiev&-anonymity is through generalization and ,
. 1 male 25| 644%*| ... gastric ulcer

suppression.

The idea of generalizing an attribute is a simple| 2 | male | 27| 6507 ... AIDS
concept. A value is replaced by a less specificevdhat 3 | male | 22| 671¥| .. flu
is faithful to the original. Generalization can Bwided 4 | male | 29| 6750 | ... neurasthenia
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5 | female| 34| 671%*| ... flu frequency of anonymity property values in the Siresi
6 | female| 31| 6717 .. hepatitis group less than a given parameterso it avoids the
7 | female| 37| e6507*| neurasthenia _snuatlon_ that t_he _frequency of _certgln sgpsmve
— information too high , increases the diversity ehstive
8 | female| 36] 650" ... flu values, and prevents the consistency attack [10].
Obviously, it becomes difficult for others to inféne Definition 4((¢, K)-anonymity). A view of a table is
user's private information after generalization andsaid to be and K)-anonymity of the table if the view
suppression, and it prevents the identity disclesur modifies the table such that the view satisfieshbét

anonymity andx, whereO<a< 0 [11].

. For example, when a patient with different medical
C. The enhanced K-anonymity model records, some patients’ illness are more sensiind
need protection, such #dDS, there are many diseases
that are very common and not need to protect, sigch
flu. In (a, K)-anonymity model, only the relevant and
sensitive property values are necessary to prateanly
consider the sensitive attribute value. This madkws

(1) L-diversity model

The original K-anonymity is to prevent identity
disclosure, but through the property will still thgi the
disclosure of information. In order to solve the

shortcomings irK-anonymity, Machanavajjhala proposed yterence between credibility to the sensitive lowtan

K-anonymity model for the two attack methods, it is simple and effective way to prevent semsitto
homogeneity attack and background knowledge attaclyyq \qiue for the homogeneity attack. Tahleis shown
Homogeneity attack is the attacker derived K-anomysn

; ‘ Lol e as follow:
table information of a sensitive individual, bactgnd TABLE Il
knowledge inference attacks is that attackers usees (0.25, 3)-anonymity
additional information in advance to carry out ek
The two attacks will result in disclosure of seinsit quasi-identifier L .
. . . ID - other | sensitive information

property in K-anonymity, and K-anonymity cannot gender| age zip
protect personal information against background 1 male | 251 eaa=| fu
knowledge attacks. For these two  attacks, . i
Machanavajjhala gives the anonymous group by| 2 | male | 27| 650 | ... neurasthenia
increasing the sensitivity of a diversity of methofi- 3 | male | 22| 6710 | ... flu
diversity) to reduce the loss of privacy. 4 male | 29| 75| ... neurasthenia

Deﬂrunon 3(L-Diversity): If an equivalent group o ronale | 34l 671 | flu
contains at least | acceptable values of sensitivit —
attribute, then the equivalence group satisfies Ithe 6 | female) 31| 671 ... flu
Diversity nature; and if all of the equivalence gps in 7 | female| 37| 650%%| ... neurasthenia
data table satisfiz-Diversity, then the data sheet satisfies | g | female| 36| 650%*| ... flu

L-Diversity. _ Tablel provides ad, K)-anonymity form. In the table,
In a published table, K-anonymous group contains at i, and neurasthenia is not considered as sensitive

leastL sensitivg properties that on behalf of a good SeNSpformation, from the (female 30-39, 671**) to the
of representative. For example, in Table II, tupld®se  o550ning of neurosis confidence level is 25%.

IDare 1, 2, 3, 4, 6 form a group with 5 species 8er  The artackers couldn't see the value of propertsh wi
their fr_equency was 12.5%, 12.5%, 3,7'5%* 25% an‘ijligher degree of sensitivity after processing hy K)-
12.5% in value, and no one has predominant funcson  4nanymity model, so it can protect the securitythig

it can be set by-diversity model. kind of information effectively.

An effectiv_e and practical u_tility of the modgl Wil There are siill shortcomings although K)-anonymity
usually achieve more effective data protectidm:  y,qel can resist the homogeneity attack and backgto

diversity model is effective, but not necessaribetul. If 4140k to a certain extent. While, (K)-anonymity model
we try to protect each sensitive attribute valdentit — ony consider the sensitive attribute of the higHesel-

may not release sensitive property or quasi-identif gengitive property value, there is no other levél o
However, in this model, it is difficult to specuahow  gqnsitive property to process property values, does
much background _knowledge the att_acker knows abouhqt take into account the sensitivity of the samepprty
any posted data will become unsafe if the othemina value, so the same level of sensitive attributeperty

lot about the patient’s background knowledge, ther®t 51,65 or the existence of other levels of privacy
a good way on how set the parametersLidiversity  gisclosure.

model. _ (3) (@, L)-diversification K-anonymity model
(2) (@, K)- anonymity model , (a, K)-anonymity model considers only the highest
A more practical approach is not to consider thel@a |oe| of the sensitive property value, but neitiogher

of each sensitive attribute, for example, peopley maeye| of sensitive property values, nor take intwaunt
regard the failing grades as privacy, while for S0 o sensitivity property values of the same issués,

excellent or good test results not as privacy. dnK)- anonymity model ind, L)-diversification [12].
anonymity model, property with higher degree of

sensitivity has been better protected, by constrgithe
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Definition 5 ((e, L)-diversificationK-anonymity model):
Given a data tabld@, it meets bottK-anonymity anda-
distribution, and the number &d in the sensitive group

is no less thanL at the same timedistribution —
constraint is that all of the sensitive attributésrivacy ID quastidentifier other | sensitive information
frequency ofSd from equivalent class less tharwhich gender| age  zip
is a given data, that is sensitive to all the amooys 1 | male | 25| 6440 ... 2
group of private property when the degree of the| 5 | qae | 27| 6500+ | ... 1
Esgfncygd <a, where a is user-defined number, and 0 3 e | 22| et . 3
K-anonymity model can determine flexibility to protect | * | ™Male | 29| 675" ... 3
the privacy or not according to the extent of | 5 | female| 34| 671%*| ... 3
protection. At the same time, have special treatnten 6 | female| 31| 671%*| ... 1
the high-level sensitive property values of privacy | 7 | female| 37| 650%*| ... 3
preservation, and with better privacy protect | g | tonae| 36| 650%+| 3
effect. People of high-income need higher privacy

preservation degree for salary than people of loewine.
The model can not only solve the problem of imbe¢an
in the distribution of sensitive attributes, busalproves
the feasibility of the method by the experiments] &as
a lower information loss Table IV is a Health categs
table (whereSd is sensitive to the privacy level of
property value) isSd the data in Table Il for the
classification.D[s] ={S,,..S,} is the attribute values of

the sensitive povertyS weight(S) is the weight of

attribute § .

TABLE IV
Health categories

ID Value Sid
1 AIDS, hepatitis 1
2 gastric ulcer 2
3 Neurasthenia, flu 3
weight(§)=0
weight(S) =L 1<i<k
k-1 2
weight(S,) =1

(a, L)-diversificationK-anonymity model is a data table
to meetK-anonymity, a-distribution, and the number of
3d in the sensitive group is no less tharat the same
time. a-distribution constraint is that all of the sensti
attributes of privacy frequency diid from equivalent

class less thaa which is a given data, that is sensitive to

all the anonymous group of private property whea th
degree of the frequenc§id < a, where a is user-defined
number, and 0ex1.

Assuming theSd need to protect equals to 1, privacy

preservation level is as classification in Table hile
Table V is a constraint to meet the 0.5 distributaf a
data set. In Table V, there are two anonymous grou
{1,2,3,4} and {5,6,7,8}, in the first anonymous gim the
frequency is 0.25 whefid=1, and in the second one the
frequency is 0.25, so for all anonymous groups wéidn
equals to 1 the frequency 8fd < 0.25. Then it meets to
(0.25, 3)-diversification 4-anonymous as shown ablé
V:

©2012 ACADEMY PUBLISHER
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TABLE V
(0.25, 3)-diversification 4-anonymous

Table V provides a data table satisfying (0.25, 3)-
diversification 4-anonymous model, according to the
foregoing, the distribution of this data sheet meethe
constraints of 0.25, and the number of each anongmo
tuple is no less than 4, the different number & $d
values in the table equals to 3, so Table IV sa(8f25,
3)-diversification 4-anonymous model.

Construct ¢, L)-diversification K-anonymity model
algorithm as follows:

Input: data sefT;

Output: data tablé * that meet ¢, L)-diversification
K-anonymity model.

(1)According to the health status in table V, thdue of
the sensitive property in tablewas replaced by Sid, who
represent the sensitive level, then tableirns into table
TL.

(2) Construct a data tabl€2 that consistent witho(

K) data tables anonymous model, in whichd is
regarded as the sensitive property, and the geratiah
in accordance with top-down algorithm.

(3) For each anonymous group, check the privacgllev
Sid for the number of different values.

4) IF ().

(5) Return the final tabl&*.

(6) Else

(7) Of all the anonymous groups that does not rfeet
requirement, have them further generalization or
exchange tuples to make sure that the valueSdfs
greater than L.

(8) Returns the final data table*.

First, the value of the sensitive property in tableas
replaced bySd that represent the sensitive level,

according to the health status in table V, thenetab
turns into tablér'l, and then turl into anonymity, so as
to meetk-anonymous and-distribution, in this step, top-
down local generalization algorithm has been used.
then check whether the generalization of the ddiaets
L)-diversification ~ K-anonymity = model
conditions, that is the privacy degree of differeatues
greater than or equal td.If all anonymous groups
met for The condition, the entire data tableis the
final meet ¢, L)-diversification K-anonymity model data
tables, and ifnot, have further generalization or
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suppression to make sure that the different valofes flexibility, and for the sensitive attributes withigher

privacy degree number is greater than degree value require special treatnf€hit’.
In (a, L)-diversification K-anonymity model, the
parametei. can be set by users themselves according to [Il. APPLICATIONS OFK-ANONYMITY

their privacy preservation needs. It provides deative
solution to the problem of imbalance distributiom o
sensitive attributes, divides the attribute values the
sensitive level of privacy preservation, and prtsetbe
privacy effectively.

The enhance#{-anonymity models are mainly based on
K-anonymity and to make the information security.
diversity model in which properties are divided oint
groups, by increasing the variety in groups, it pagvent
attackers from locating the information;a, ( K)-
anonymous model, by processing to the higher levbel
sensitive attribute and make its feasible degreallem
than a, can effectively protect sensitive information of
zz\g/irc]ieersdtﬁgr?)(raéoée&t)i :;vz(r:sclgrcdailggng %lo?gvn;:t)éfgg I that d.ealing with data in table VI through the aitfons
information which is determined by the users thduese describe above.

TABLE VI
Workers' basic information

K-anonymity algorithm is a kind of popular model
about privacy preservation. The following we will
compare and analyze each algorithm through an eleamp
Table VI is part of the workers' basic informatitile in
an enterprise, which consists of seven propertidar{e,
Sex, Education, Birth, Occupation, Phone-number and
Salary}, take Phone-number and Salary as sensitive
attributes. If publish the data in table VI to thernet
directly, this will result in serious personal infaation
leakage, which may brings a series of troublesoima¢ t
affects people's daily life, once used malicioushother,
which may bring out a series of troublesome thay ma
even affect people's daily life. The following ipecess

NO Name Sex Education Birth Occupation Phone-number Salary
1 Wang-Lin Male College 1976-12-27 staff 12345678 o0&
2 Luo-Jia Male Graduate 1981-04-06 directo 1238567 6000
3 Shui-Qiang Male Graduate 1981-01-22 manager BmRI5 9000
4 Liu-Ming Male College 1979-03-09 director 1247867 4000
5 Zhang-Hang Female College 1979-06-17 staff 124856 6000
6 Chen-Xi Female College 1976-11-01 manager 12485567 9000
7 Ma-Zhuo Female Graduate 1984-08-31L staff 12425678 4000
8 Yao-Ting Female Graduate 1982-07-16 staff 1258567 4000

In table VI, there are sensitive attributes thajuiee
higher degree of protection, such ldame and Phone-
A, Generalization & suppression number, which may lead to a greater disclosure of
personal information, while they have little usestndies
Table VIl is a data table processed by the method oand analysis or other purposes, for example, when
generalization; it does not include the sensitittgbaites analyzing the relationships between income and ingrk
such asName, Phone-number, andSalary. While as we  age and education, so we can anonymize it dire&fter
can see, there is still some Quasi-identifier infation  generalization, specified the valuesBimth in a range of

such asSex and Birth in the table, attacker may interval, "*" indicates any number of processedadiat
distinguish the personal information through the Table VIl is shown as follows:

attributes left in the table, so it may disclos®imation. TABLE VIII
TABLE VII Data after suppression
Data after anonymization
NO Sex Education Birth Salary
NO Sex Education Birth Salary

1 Male College 1 Qrrkkk 4000
1 Male College 1 Qrrkkk 4000

2 Male Graduate L Qriienk 6000
2 Male Graduate RS il 6000

*kkkkk

3 Male Graduate Lk 9000 3 Male Graduate 19 9000
4 Male College T 4000 4 Male College R el 4000
5 Female College 1 Qe 6000 5 Female College 19k 6000
6 Female College B bkl 9000 6 Female College Rl 9000
7 Female Graduate L Qrakix 4000 7 Female Graduate LGk 4000
8 Female Graduate RS ek 4000 8 Female Graduate 1 Qrkkik 4000

©2012 ACADEMY PUBLISHER
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Obviously, after generalization and suppressions it
difficult for an attacker to infer personal infortizn
from the published quasi-identifier according
information in the table VIII. However, attackei@ncstill
obtain the sensitive information by linking attacks
combing with other tables.

to

B. (a, K)-anonymity model

(a, K)-anonymity model is an algorithm that mainly for
the situation when there are few sensitive valoesdata
table, that is, only consider the property valughwiigh-
degree of sensitive in the sensitive attributalltws the
confidence level, fromK-anonymous group to the
reasoning of certain sensitive property value, tegs a
given valuea. Table IX is a ¢, K)-anonymity table as
follows, in the table, it is not viewed as senstiv
information when Salary = {4000, 6000}, from the
(female, College, 197*****) to the reasoning &hlary=
{4000} confidence level is 25%.

TABLE IX
(0.25, 3)-anonymity model

NO | Sex Education Birth Salary
1 Male College 19xxxxkx | 4000

2 Male Graduate 19*xrkx | 6000

3 Male Graduate 19*wkkx | 4000

4 Male College 19xxxxkx | 4000

5 Female | College 19%xxrrx | 6000

6 Female | College 19%xxrrx | 6000

7 Female | Graduate 19**xxrx | 4000

8 Female | Graduate 19**xxrx | 4000

In this kind of algorithm, attackers could not gbe
value of the corresponding high-sensitive propsyte it
can protect the high-sensitive information effeetyv
However, there are still limitations im,(K)-anonymity
model, for sometimes it is difficult for one to ge a
property value is sensitive or not and no exaatdsed
make judgment, so it is of poor adaptability.

C. (a, L)-diversfication K-anonymity model

In (a, L)-diversification K-anonymity model, there are
some improvement compares tq K)-anonymity model.
For it considers not only the high-sensitive proypebut

A

JOURNAL OF SOFTWARE, VOL. 7, NO. 7, JULY 2012

Table X is a classification based on the degree of
privacy preservation in salary, according to thkigesid
(the degree of protection it requireS)d = {1, 2, 3}, and
Sd = 1 is the degree that requires protection. Tatlis
a data set meets to the constraints of a 0.5 lligioin,
and there are two anonymous groups: {1, 2, 3, 8},6,

7, 8}; whenSd=1, in the first group the frequency equals
to 0.25, and in the second one the frequency edoals
0.25, so for all anonymous groupsSd=1,
frequency¥0.25; The number of each anonymous tuples
is at least 4, the number of different value of &al to

3, so table Xl is (0.25, 3)-diversification 4-anomy.
Table Xl is shown as follows:

TABLE XI
(0.25, 3)-diversification 4-anonymity model

NO Sex Education Birth Salary

1 Male College 1 Qrrrkk 3

2 Male Graduate L Qrienk 3

3 Male Graduate RS b 1

4 Male College 1 Qrrrrkx 3

5 Female College 1 Qi 2

6 Female College 1 Gk 1

7 Female Graduate 1 g¥Hkrrk 2

8 Female Graduate RS il 3

Obviously, in ¢, L)-diversification K-anonymity

model, information of different degrees sensitive a
processed corresponding, so it is more flexible in
application than that ofx( L)-anonymity model.

IV. ANONYMITY METRICS

Evaluation of performance is to estimate the time
complexity of the algorithm or algorithms in theeaage
number of basic operations. Algorithm used to estsu
the scalability of data capacity increases in tifieiency
of the trend, which requirel€-anonymity algorithm for
large or very large databases are scalable. Data
availability refers to theK-anonymity of the data after
the loss of the amount of information, which is nhai
embodied by the precision.

The precision metric

Definition 5(Precision metric  Prec): Let
PT(A,....Ayy) be a tablet; OPT , RT(A,..Ay,)be a

also the low-sensitive property, for example, as togeneralization ofPT , ty OPT , eachDGH 4 be the

Salary, take different approach to protect the privacy of

high-income earners and low-income earners. Besides
users can set the degree of privacy preservation fo

sensitive property and the value of parameter
TABLE X
Degree of salary privacy

ID Value Sid
1 9000

6000

4000

©2012 ACADEMY PUBLISHER

domain generalization hierarchy for attribute A,dan
f.'s be generalizations oM. The precision oRT ,

written Prec(RT) , based on generalization and
suppression [16], he describes as follows:

Na N h
2.2 boH,

Prec(RT)=1- 1212 2 A
T[N

3)
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B. Measure of information loss

65
. e 60
All anonymous algorithms are based on specific
information loss index metrics to guide anonymous @55
strategy and to measure the pros and cons of the 9550
algorithm. If use normalized certainty penalty & t S 45
measure of information loss index, then, as algorit S a0
that related in reference 25, given propektyif A is a e
. . . s . =
numeric attribute, the information loss is: 5
Range(x) El
NCP, (x) = (4) 25
RangaRAi

20

And if A is categorical attribute, the information loss is:
_ |SJb(x]

NCP,(x) = SR,

The loss of property information will be extended t
tuplest and the data tablg the calculation methods are: As we can see, the loss of information reduces thigh

02 03 04 05 06 07 08 09 1
) o

Figure 2 relationships between information loss@nd

n incensement of, in fact, the greater is, the less to meet
NCPA(t)=ZNCPAi (t[A]) (6) the requirements of-distribution constraintData sets
i=1 require less generalization, so information lossuced
19].
NCP, (t) = > NCP(t) ) 19
iar V. CONCLUSIONS
Information loss ofNCT,(T') is as small as possible . , .
here [17]. Because K-anonymity can prevent users’ private

information from being leaked in the released
environment, ensure the authenticity of the pullish
data, K-anonymity is an effective way to protect data
privacy under data distribution environment, it kgp

However, Bayardo and Agrawal consider that through
the cost in generalization and suppression operato
measure the availability of the anonymity tablepfsse

tg? generalized E(.)Sr: N tehach rect;) rd Off Equn(/jal hass widely in the industry and attracted widespreadrdion.
'S|E|0E|\ K), which is the number of records, 4Bl This paper analyzes and compares some of the rexisti

is the cost of the suppression of a record, whickhe K-anonymity model and its applications, and overcome
size of a database [18]. So the total cost of mgetthe  these problems with the strengthening of the model,

anonymous table is: summarizes some of the-anonymous used to achieve
— 2 the main technology.
C= E|l" + D|E 8 . L
5' | EEK| " | ®) The research oK-anonymous privacy preservation is

Obviouslv. th ter th . ¢ il of very widely application, and the developmenttlie
Viously, the greater theé Suppression of EqUINEEEN ¢y, re s facing more and more challenges, theeestH
classes and more records, the higher the cost o

T i S ome problems to be discussed. However, nowadays th
anonymization, accordingly, the smaller availabilaf majority of K-anonymity algorithms are based on static
the anonymity table is.

data sets, and in the real world, data is constantl
changing, including changes in forms of data, lafte
changes, adding new data, and deleting the old. data
Besides, the data between data sets are likelyeto b
interrelated, how to achieve privacy preservationai
much more complex environment with dynamic data,
still need further study [20-24].

C. Relationship between information loss and «

When publishing a data table to the internet, & th
attribute of tuple is not generalized, there wi# ho
information loss, but if the property value is getized
to a higher level of generalization level tree,ntliewill
be information loss. The more information genegaliz
(such as a generalization to the level of the toed), the This research is supported by National Natural i&ee
greater information loss will be. Attribute valuese Foundation of China (Grant No. 71071141 and
defined as the value of the loss of a high degree 071071140), Research Fund for the Doctoral Program o
generalization. Here is a figure describes theHigher Education of China (Grant No. 20103326110001
relationships between information loss and paramgte and 20103326120001), Humanity and Sociology
whenK andL are given value=2 ando=0.2, 0.4, 0.6,  Foundation of Ministry of Education of China (Graxu.

0. 8, 1, and get the relationship between inforomaldbss ~ 11YJC630019), Zhejiang Provincial Natural Science

andoa of aK-anonymous table. Calculate separately andFoundation of China (N0.Z21091224 and Y7100673),

get figure 2 as follows: Zhejiang Provincial Social Science Foundation ofn@h
(Grant No. 10JDSMO03YB), the Scientific Researchdrun
of Zhejiang Province, China (Grand No. 2011C23008),
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