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Abstract—With the fast development of Visualization regulation between data. With the development igihee

Technology, massive data need to be converted intatuitive and technology, the trend from two-dimensional
graphics in more and more areas, such as in oil and yjsyalization to three-dimensional visualization is
geological exploration fields. In order to achievehighly  jhavitable. but the application of two-dimensional

efficient visualization of 2D seismic data, the fébwing
important methods are employed to improve the speedf
rendering. The first method is to process massive t& in
point coordinate (X, y) forms. The second method i® draw
local area of graphics by figuring out what pointsneed to be
painted for that graphics of massive data that sonenes
can't be shown completely on a displayed screen, vch
results in a high rate of drawing and less usage @hemory.
The third method is to pick out a sparsing algorithmby K-
Neighboring in order to see the whole picture of mssive 2D
data or to zoom out the whole picture to guaranteghe
quality of pictures. And sometimes processors need view
detailed graphics of a region of 2D seimic data, #n it
proposed hilinear interpolation algorithm. Overall,
visualization system of massive 2D seismic data @ented in
this paper is based on the methods proposed abovedauses
Qt as a development language. Finally, high effiaey is
achieved by drawing local area data and bitmap-caeh
mechanism when massive 2D data need to be displayed
more screens; and also high speed is obtained tonder by
operating 2D graphics such as by zooming out throdgK-
Neighboring sparsing algorithm.

Index Terms—Massive 2D seismic data, local area data,
sparsing algorithm, bilinear interpolation algorithm, Qt

. INTRODUCTION

Displaying graphics of
visualization technology of 2D graphics structuratad

and massive data are obtained in seismic exploratio
Generally, we need to process hundreds of MB or GB,

with hundreds of thousands, even millions of 2Dad#t

images are handled by

visualization still has some irreplaceable advaesgadror
example, in geological mining, oil exploration, ren
simulation and other areas, two-dimensional vigaaitbn
technology could be helpful in processing qualiyizol

of seismic data [2]. Therefore, based on seismi@ da
which use different storage formats, we designed an
implemented two-dimensional visualization and edat
operations, and employed huge seismic attributéa da
[3].

This paper adopt the Red hat Enterprise Linux Serve
Release 5 as the development platform, and uss @iea
development language in eclipse-based integrated
development environment. Through the actual softwar
development, we verify that the two-dimensionaksec
data visualization can give users an intuitive,dedde
explanation and analysis of two-dimensional seistaita.

Its design and realization possesses practical amsk
promotion value, and it has an advantage of better
portability and scalability.

[I. STRUCTUREDESIGN OF2D VISUALIZATION

System Boundary

process data
(extract data,etc.),

draw coordinate
7
> draw graphics

display 2D\
Graphics

the 1960s [1], Visualization Technology was propgbse
and applied deeply in various research areas
subsequently. It converts data into graphics orgisa
displayed on the screen and ultimately provides
interactive procession, through interpreting datad a
employing computer graphics and image processing
technology, and helps us to dig into the correfattmd
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Figure 1. Use case diagram of 2D visualization system
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This paper partitions the visualization system ofscrollbar, which also means the current screentleng
massive 2D seismic data into the following modulesmatched with scrollbar value. Thus, relationshipghefm
extracting data, drawing 2D graphics, showing nfite is shown in formula 1.
graphics in a screen, scaling 2D graphics, andctrey doanet length =meximumd mimum §pegeSep (1)
pictures [4]. Fig. 1 shows the use case diagrare. thio- (2)Compute current screen’s maximum and minimum
dimensional visualization system of seismic dathased op data
on the use case diagram for robustness analysjsadia Suppose the real range of 2D seismic data is maDat
timing diagram of the design, and the design clasgy maxData, and a pixel denote real 2D seismic data
diagram. o . range is span, width and height shows current scree
perspectives of massive 2D visualization: (1) Bgvdng  following formula 2 and formula 3 to figure out the

local 2D area to enhance the rate of drawing amull§®@  minimum of current real 2D seimic data and maximafm
graphics of massive 2D seismic data; (2) Using Kqyrrent real 2D seismic data.

Neighboring sparsing algorithm to overview or zoout-

.value
pictures of massive 2D seismic data. 0 (2)

Current_minimum_real_data = (mir+—
span

Current_meximum_real _data (i valueoﬂstp;;nageStepQ )

And values of boundary are figured out by formul (
below.

I1l. HIGH-EFFICIENCY OF DRAWING MASSIVE2D DATA

In the visualization process of massive 2D seighaiia,
sometimes, we need to collect accurate data tdagisp
graphics and to show as more details of 2D data

possible, which can be operated by zooming in deaph |y =Reg |6t (+(»Deta— minxDeta) x Redwidh (-1
Meanwhile, large volume of 2D data cannot be shown mexX0eta— mnDeta  (4)
completely on just one screen but on more than on Reabdgt (-1

screen by moving the X or Y scrollbar. For the vast y':Rectbdtoﬂ()—(yDeta— mn{Deta)x

amounts of data, the whole 2D seismic data maybrot
transferred into memory, which can avoid a higte rait
memory Usage or memory Shortage OWing to an e)VESSi %hematic of Drawing Local area Graphics of Massive 2D%
amount of data into memory in one time. In thedading, —
we try to introduce the method of drawing localzad Graphic Paint
data in current screen and use a bitmap caching rwd

achieve fast rendering of 2D visualization. L

maxYData— minyDeta

Figure out the
Range of current
screen

A. Drawing Local Area Graphic of Massive 2D Data

Memory

Through drawing local area data in current screen a l >

we say in this paper as split-screen displayingraphics,
the key point is to figure out local data of cutrenoreen
that need to be drawn in data files and need chgngi
coordinate of current screen [5]. By dragging the
scrollbar we can see the continuality of the whal2
visualization. Therefore, we need a deep understgraf

Seek Real Seimic
Data in the whole
2D Data File

A

Load Data through

Paint With
Local Data

2D
Visualization

Graphic
Memory Map
QtFS_CI‘OIIZbarr'] th h fi fd X | | Mechanism

1g. shows € schematic o rawing local area

graphics of massive 2D data. As we can see thatlyfi
we get paint or repaint event, and then use tHeviig
method with QScrollbar which will be introduced dwl
to figure out the real 2D seismic data of curresreen;
secondly, we seek out the position of data andebii$
data in massive 2D data file; thirdly, we can usamary-
map-mechanism to load needed data into memory lyuick
and lastly, we use Qt to convert local data ingpdics.

Scrollbars in Qt are achieved through the QScraliBa
which provides horizontal and vertical scrollbaig.F3 value()=maximum()
shows the QScrollBar horizontal scrollbar chart. [ ———]

The steps of figuring out local area 2D data ie &fre T ol ' ;

i g range Page step

as following:

(1) Match scrollbar step value with real 2D datage

As we can see in Fig. 2, document length represents
the real length of the whole 2D data shown in pixel
meaning the scrollbar’s position, which range from
minimum() to maximum(). Page step states the lenfith

o /

Figure 2. Schematic of local area graphics of massive 2D Data

Document length
I 1

[ — |
value()==minimum()

Figure 3. Structure of QScrollbar
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ﬁ re-draw the whole picture. As a result, we propase
h2 mechanism by using bitmap cache mode.
A 2 As we can see from Fig. 5 above, the schematic of
Bitmap Cache Mode is elaborated. Firstly, we rezeiv
A 02 . . paint event or repaint event from lower layer, bgiging
d> if the paint event is carried out for the first &mf yes,

we should re-get 2D data from massive data file raad
the drawing procession of 2D graphics; otherwise, w
c 2 should just fetch bitmap from secondary cache utiger
h2 premise that the bitmap of the current screen neetti
update has already existed in cache.
@ ) According to the description above, in order to
improve the efficiency of this case, the operatioin
redrawing will be done through fetching out a bipma
which is stored in the secondary cache; there isesal to
retrieve data from disk by IO and map data butatlye

By step (1) and step (2), we can figure out ranfje 0ACCeSS to thg .secondary cache. This greatly imprthee
local data, and then read local area data frommale ~ OPeration efficiency.

2D data file, which can highly improve the rate of

Figure 4. Figure out minimum and maximum real 2D data of enirr
screen

B. Use Bitmap Cache Mode to Improve Rate of
H Plane partition of
Rende” ng dispersed data and
rasterizing based on

\ given square

/ Schematic of Bitmap Cache Mode

Paint Event

Find K-Neighboring
point of every point
and build neighboring

Re-get 2D data
from Massive —
data file

Wi Sparse based on
Read bitmap retention point and
from cach given threshold
rom cache
Update GD““L?D Figure 6. The program of sparsing for dispersed two-dimendta
Secondary cache 2D Bitmaps raphies
The massive data are obtained in seismic explaratio
‘ Commonly, hundreds of MB or GB two-dimension
Get bitnap fron cache and earthquake data would be obtained, where hundreds
\_ exceute render with bitnap /  thousand, even millions of data points had to baltde

with. For three-dimension earthquake data, they are

huger. The efficiency for the direct treatment cdssive
Often visualization of 2D data involves zoom-in anddata is very low when the visualization model isltbu

zoom-out operations. For the above operation, tostm When a figure is plotted, coordinate mapping anenev

important is the operational efficiency. As we knamy floating-point operation has to be dealt with, whigould

operations which cause repainting of GUI in Qt wiing ~ affect displaying speed of figure. So we hope tarsp

users slow-operation experience, which would bénassive data in some conditions. At present, tiencon

resource consumption in machinery. The main reéson sparsing algorithm is Douglas-Poiker algorithm {6id

the problem above is that every redrawing causes thertical dimension constraints the algorithm [7]heT

visualization System to re-read 2D graphics datdatt, vertical dimension between observation point and th

users always change only some parts of the cuspeaen  beginning and ending points is whether it is méoamntthe

or just change the position of the displaying wiwddn  given threshold in Douglas-Poiker algorithm vieviezm

this case, there is no need to re-read the whateatal to  the overall angle. Its excessive recursive number,

Figure 5. Schematic of bitmap cache mode
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however, enhances the difficulty of computer andnode of vertex has been shown, where index isdhials
algorithm deal with usually curved data. The veitic number of grid of the point, that is, the key briakmber,
dimension between observation point and the neigihpo and pointer is the needle, pointing to edge linksdof
line segment is whether it is more than the giverthis data point. In Fig. 8, the boundary node & tlata
threshold in vertical dimension constraints aldorit point and its adjacent point, it is formed by thede of
viewed from the local angle. The speed of compatel  vertex and distance has been shown. The spaceiedcup
program are more conveniently controlled, but theby the K-neighboring of N two-dimension data poirgs
computational complexity for two-dimension data isN*k structure of boundary node. Because K is laas N,
huge. To enhance the speed of sparing, a new 8garsidescribing adjacent structure with adjacency matrix
algorithm based on K-Neighboring has been givethis:i  causes the waste of space. Evidence indicatedirthat
paper. The program has been shown in Fig. 6. list is the best chance; the process of buildingdd list

A. Use plane partition methods to divide massive 2D data has been shown in Fig. 9.

Massive 2D data are seen as a rectangle, and they distance
could be compartmentalized u*v little squares and

ordering these squares. The cell length of littjease can ‘ .

be obtained from the following formula index pointer
k . .

cell_len=pe \/H( maxX- minX( maxY¥- miny (5) Figure 7. Node of vertex

where maxX and minX are maximum and minimum of X
rectangle, maxY and minY are maximum and minimum distance
of Y rectangle separatel, is scale factor of adjusting
length of rectangle, the optimal value is©.8.2 [8], nis

all two-dimension data point, k is the number of
neighboring point. The number of gridding in theakd

Y direction is

index pointer

Figure 8. Structure of boundary nodes

u=[(maxX - minX)/cell _len] © o - e
6 : - .
V= |’ (maXY _ mlnY) /C dl _len‘l ) it ) distance o distance I R distance -
where[ 7 is top integral function. The Hash function for ] e o] nder_
distance distance distance
(px, py)in gridding is i mt 1 e A L
i =(int)( px—min X)/cell _len -
. . . index ] index 1
J = (Int)( py - mInY)/ Cdl —len 0 poiner —+ distance distance . Mnce
where i and j are the key brick number of X and Y B e e S NULL
direction for (px, py).

B. Adjacent relation of dispersed two-dimension data Figure 9. Data structure of K-Neighboring

To reflect the drawing plane information at the _ . .
observation point by the coordinate of neighboognt, ~ C- SParse 2D points through specified data points
the adjacency relation of data points have to lzyaed. The key of the algorithm is to obtain K-Neighboriofy
With the definition, P={p1,p2,...,pn} is a set of @ko- every point then find the organization of linkedt Ifor
dimension data points, the K data numbers, whiclstructure of K-Neighboring formed by k-1 boundaiyn
distance is the minimum, is the K-neighboring of pi achieve expected point number of retention, theisece
which is denoted as Neib(pi) [9]. The amount ofcgpaf  of linked list is built by the distance of boundayd the
N data points is N*k structure of boundary node. Toset of two-dimension data is rarefied. The priotteue
obtain a better result and promote the speed d$§ built by the minimum distance of two data poiritse
computing, the value of K is taken +®0 commonly. distance of Hausdorff [10], the set of two data, s&t
The step to get K-neighboring of pi is as follows: described by d(S1, S2). Under the condition of
(1)To obtain the K-neighboring of one data poing w i=1,2,3;-- nandj=1,2,3;-n , Where i#j , the
have to find the nearest K data points in 8 adjasguare following relation could be obtained
grids, which are marginal to the grid of pi, whiishthe _ _
key to Plane partition of dispersed data. Then, kiag d(p.S pi)Sd(pj’Sl p,-) (®)
brick number of pi can be computed. This method camhere pshould be rejected. Because Qt does not provide
save time to find K-neighboring of data point. bool data types, the char data type is introdueddch
(2)To describe the K-neighboring of every data poin length is n. If Deleted]i] is zero, the data pagntwill not
an undirected graph, which is formed by the linaved ~ be deleted [11, 12, 13]. If Deleted][i] is one, thaa point
adjacent points, is built. In Fig. 7, the structofeevery

©2012 ACADEMY PUBLISHER
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pi will be deleted. The idea of algorithm is exmed as mapping relationship with the memory storage, bseau

follows: in the pixel-based graphics device, pixels aregetts, not
(D)Initialization decimal form. And some 2D seismic data are chaotic,
minDist =a great number rules can not be found between data points which
existINum = data points of the initializing setatis n  scattered arranged and distribution. So this tyfpdata
wantedNum = data points of rarefied retention researchers need to see the overall distributicseisimic
Deleted[i] = 0 (i=1, 2, ..., totalNum) all points i®t data and the trend when demands on precision igengt

deleted high , which helps them from the overall structafghe

(2)If existNum > wantedNum, go to step 3. Otherwisestrata have a general understanding, and thus dke p
the process of sparsing is completed, and the é&gbec interpretation and reservoir locations may proadeasis.
result has been obtained. Then, all points, whielefdd The two-dimensional data visualization is one & key
data array value is zero, are deleted from primitme- data to fast graphics rendering, so we can acogrttin
dimension array. two-dimensional scattered data on the mass of ti@ev

(3)If the value of Deleted][i] is one, the mark sleted show, the first pumping dilute the data, reducihg t
for every point, go to pi+1 point. Otherwise, thiestf = amount of data need to coordinate map point whith w
boundary node of adjacent linked list for pi, whismot  be less, and thus need to draw to the graphiczelalso
deleted, that is, value of Deleted [index] is zelb. fewer data points, which played to the role of fiep
distance < minDist of boundary node, minDist =aliste, drawing speed. After sparing of a series of twoalision
and indexToBeDeleted = index, which is used to méco data of earthquake with this algorithm, Fig. 10 bagn
variables, that s, the sequence of grid. Ifobtained. The primordial two-dimension data of
Deleted[indexToBeDeleted] = 1, the point markedearthquake, where the data points are 12512, has be
indexToBeDeleted is deleted. If existNum = existNUm shown. The figures, which are rarefied via K-neigtitg
go to step 2. Studies on all points Cycle, two t®of the and simplified based on the distance of specifiathd
minimum distance of is obtained [14, 15]. point and point number, have been shown in FigThe
results of two-dimension earthquake data are bedordk
- . : after rarefying. (a) The holistic figure of primaéatl two-

D. Bilinear Interpolation Algorithm dimension data of earthquake where the data pairgs

Proce_s_sors always need the effect that deal _W'Heh th12512: (b) The figure of specified 2503 data pgitie
less original data or gaps between two points bysed time of CPU is 25s; (c) The rarefied figure@a71

interpolate some data to make graphics smoothechwh data points based on specified threshold 0.5, te u
will bring in further help for the interpretationn@ tjme of CPU is 4s.

analysis of seismic data. Especially in coloredbres, it
often needs to process data by this method.

As we know, there are interpolation algorithms as -
following: nearest neighboring interpolation, linea
interpolation, bilinera interpolation, spline inpetation
.etc. 5

In this paper, bilinear interpolation is applieti.uses
gray values of points around a point in coordinateX
and Y direction for linear interpolation. Assumeath 10
point (X, y) as the original point on the gratand point )
(x’, y) is point of target graphic, then the biar
interpolation is to find point (X', y’)'s gray vaé in the ”
original coordinate , and assume that u, v aretfloa
variables in the range of [0, 1], then point (X)'s gray
value mapped to the original coordinate can berédu
out by corresponding gray values of points (x, (31, o
y), (X, y+1), (x+1, y+1). Also it assumes that,f(®
present gray value of point (x, y), then use bdine
interpolation of point (X, y') can be computed by
following formula.

5
x 10
o T

f(x,y) =(1u)(tv)f(xy)+u( V) f(x+ ly)
+( ) (x yi+ ) duvf (x+ vl ) ®
(9)
E. Verification -12
When the two-dimensional seismic data need to whole _, . : ; . . ; .
show, because large amounts of data mapped to the =' = % 78 7 A8 A s AT
graphics device, a certain number of pixels aralede (b)

The original mass of 2D seismic data exists poim-0

©2012 ACADEMY PUBLISHER
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massive amounts of data through the memory mapped
file mechanism, graphical display of 2D seismicadat
speed through the zoom speed test after the gmphic
j display. Through the different Segy, GM and otheo-t
dimensional seismic data in different formats sé&sm
1 attributes two-dimensional graphics data sets $b tige
two-dimensional  visualization of seismic data
visualization module functionality and performanéég.

11 and Fig. 12 show the actually massive 2D seisiaia
through the method of drawing local area data, ER).
L shows the result of Bitmap Cache Mode to improve
Painting Speed, and Fig. 14 shows graphics of massi
] 2D seismic data nearly 2GB by applying K-Neighbgrin
Sparsing Algorithm. Finally, Fig. 15 shows Grapbica

81 2 A8 48 47 46 15 14 43 A2 small amount of 2D seismic data and Fig. 16 shasisqu
x 10 bilinear interpolation method of Fig.15's 2D data.
(c) Specific details are as follows.

Fig. 11 shows the first screen of 2D seismic ddte

Figure 10.The results of two—dimengion earthquake data befoce to large amount of data, using a split-screen dcapto
after rarefying draw the local data, the Y axis data range fron03,268

to 3,411,052 of TracelsNum attribute data, X axasats

From Fig. 10, we could see that the point numbees a range is 619,975~635,652 of FieldFileNum attribaeéa.

about the same in Fig. 10(b) and Fig. 10(c), howeve Fig. 12 shows the group (FieldFileNum, TracelsNum)

their difference in used time is large. Two algumis seismic attribute data of the second-screen grapbie

promoted the speed of drawing by simplifying data . : i .
points, but the optimization based on time and tiraeel axis data range with 6-3 (a), but the Y axis datage

used more time. from 3,401,925 to 3,405,768 Graphics renderingdmgall

X . - _ data, and then use the scroll bar to update theermur

Fig. 10(a) shows the graphic of original seismitada . : . .
and Fig 10(b) in the neighborhood take a k-valug, k- screen data a_nd graphical display, which improves
only 2,503 data points, while Fig. 10(c) in the graphics rendering speed.
neighborhood take a k-value k-10, only 1,282ata -
points, thus greatly improving the graphics renutgri NN |
speed. Sometimes need to deal with two-dimensional \
seismic data up to hundreds of thousands or eviiiomsi ‘
of data points, data points, scattered throughuthe of Ny, ",
vast amounts of data pumping thin plane algorittkm ( U U Y W, Y
value close to the k value is usually 10-20), naiihg gy, Wy, Ny
the original data points in the distribution ofrtds in the
two-dimensional seismic data has greatly enhanbed t ' . | | | a W
visual rendering speed. . . N . W, .

V. EXPERIMENTAL RESULTS A N NN N T T i N N

In this paper, we use the schematic of Drawing Loca | | " e e e e e Y . U U N
Area Graphic of Massive 2D Data and Bitmap Cache Figyre 11.Drawing local area graphics of massive 2D seisrata d
Mode methods to improve paint or repaint rate osnae
2D data, and also we use K-Neighboring Sparsing - —r—sgr—g w5 w :
Algorithm to show the whole graphics or zoom out th | | ;
graphics of massive 2D data, which ensures theracgu
of the premise of graphics, quickly realizes theo-tw %
dimensional seismic data on the redraw. The tettdes Ny |
functional testing and performance testing of tvart o N N N N ..
Functional testing includes: the mass of scatte2d A Y B %N
seismic data and local data show that the oveisilaly,
non-scattered seismic data (channel volume dath}ran
overall display local data, graphics scaling, adoay to |
the color on the color of the two-dimensional setsdata |
of the color graphics display, a small amount dadsfter !
interpolation of graphical display, a number of geties i
of two-dimensional seismic data sets display a hyjcad ‘
overlay. Performance test, reading data mainly ftben

Figure 12.Drawing local area graphics of massive 2D seisrata d

6
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As long as the user change the graphics displayiare
the course of events caused redraw graphics, gsphi
have not changed in substance, in order to improve
efficiency in this case, redrawing the softwaresiface
will be drawn in two-dimensional graphics to bitmap
stored in the secondary cache, when made into rawed
event, the software no longer retrieves the draviiog
memory, data mapping, but directly from the seconda
cache in bitmap, re-map to achieve redraw. Thisitgre
improves the operating efficiency. The software yonl
needs to change the graphical display, re-obtandtta
to redraw, and update the secondary cache in thepj
in other cases, direct access to re-paste a bigohigve
redraw. All reasons validated in Fig. 13.

Fig. 14 shows the attributes of seismic data set
(SourceX, SourceY) of the original graphics, beeanfsa
large amount of data of this graph, the tall andartban
120,000 points. Thus, appropriate scaling method
achieves the graphics, zooming in and out.

Fig. 15 shows the twice enlarged after the Fig. 16
shows a graphical doubled reduce the graphics. HBrap
shows the superposition of multiple sets of dataeis
sampled and the redraw of a process. The traditiona
method is to overlay graphic shows the need fotyurii
all the data stored (such as unified on the samesey ar
file), then the data is consistent graphics. Draskbaof
this approach is due to a number of image datedtor
an array, which can not be distinguished, so thex’'sis
requirements, to the different points of the cadlmage
data connectivity can not be achieved, but nothalldata
stored together conducive to data management.
Therefore, this bold attempt of the different setsuata
sets were drawn at different drawing equipment{sage
QPixmap), the graphics data are separated, thetipraul
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| Time of Drawing Graphics(s)
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Figure 13.Comparison between use and none use Bitmap Cactie Mo
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images of overlapping and transparency of datarigure 14.Use K-Neighboring sparsing algorithm to draw masgiD

processing to image in multiple data a graphicgldis
This separation of elements by drawing the supdéipos
principle can achieve unlimited stack, thus morsilga
study the properties of elements to reduce blinslnes
Multi Image Display in a specific process, the two-
dimensional graphics display module to the firsagdr
each new graph, draw the image to be displayed in a
separate graph, and then get a graph of the maplaitag
for each range, based on each. The data rate m@nge
graphic drawing data to determine an overall ranfe
data for each individual graphic according to teevmata
range scaling, the final ratio will be adjustedeafthe
graphics overlap multiple images in the same data i
graphical display. For each piece of graphic dravdata,
two-dimensional graphics display module are stared
different arrays, then the first address for eacayaindex
pointer are stored, in order to achieve the varidats
image drawing data distinctly. This graphic forpdés/ in
the same image in different data connection willabée

to achieve the color-coded, so that treatment daarly
see images in the graphics data in different posidnd
shape.
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Figure 15.Graphic of a small amount of 2D seismic data
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Figure 16. Use bilinear interpolation method of Fig.15’s 2&tal

VI. CONCLUSIONS

This paper presents a visualization system of massi

2D seismic data. Firstly, we should process massata

in point coordinate (x, y) forms. Secondly, as we a

know, pictures can’'t be shown completely in a digpd
screen, so we draw local area of graphics by figuadut
what points need to be painted, which result ingh hate
of drawing and less usage of memory. Thirdly, itkgi

out a Sparsing algorithm by K-Neighboring when we

need to see the whole picture of massive 2D datehen
we need to zoom-out the whole picture while to gntee
the quality of pictures. In this paper, we baseQinto
implement high rate rendering of massive 2D data.
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