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Abstract—Bearing fault is the major fault of the rotating
machinery, in order to better identify the fault of bearing,
the multi-layer kernel learning methods based on lcal
tangent space alignment (LTSA) and support vector
machine (SVM) are proposed. In this method, the
supervised learning is embedded into the improvedotal
tangent space alignment algorithm, realize fault fature
extraction and new data processing for equipment fat
signal, and then correctly classify the faults by on-linear
support vector machine. The experiment result for rter
bearing fault diagnosis shows that SILTSA-SVM method
has better diagnosis effect to related methods.

Index Terms—fault diagnosis, multi-layer kernel, SVM,
supervised, LLTSA, LLTSA

I. INTRODUCTION

The basic problem of fault diagnosis is to obtainlif
status by extracting feature, designing decisiorctions

proposed linear methods of manifold learning weteh

as Local Preserving Projection (LPP) [5], Neighlmarth
Preserving Embedding (NPE) [6], Local Linear Tarigen
Space Alignment (LLTSA) [7]. Other scholars had
proposed incremental algorithms, such as increrhenta
ISOMAP [8], incremental LLE [9] and LTSA [10].

All manifold learning algorithms and their improved
algorithms are also considered as generalized kerne
methods under data correlation [15]. When these
algorithms were applied to equipment fault diagsosie
supervision information of fault signals were notly
used, so the effect of diagnosis is limited. Irs thaper,
the supervised learning and multi-layer kernel ideae
introduced to improved LTSA, SLLTSA-SVM and
SILTSA-SVM algorithms are proposed. Two methods
may realize feature extraction and pattern recagniof
the fault signal by supervised learning. At the saime
new data are processed by linear or incrementahadet
and fault type is correctly identified by nonlineavM.

based on the status information of equipment. Featu The experiment result for roller bearing fault diagis
extraction and pattern recognition is the core lo¢ t shows that supervised multi-layer kernel method had

problem. Bearing fault is the major fault of thaating
machinery, the basic fault classes have inner féudt,
outer ring fault, ball fault and so on.

With the application of the multiple sensors monito
technology, the status information of the equipme
sampled by multiple sensors become more and mare.
one hand, a lot of data can make us learn moretabeu

equipment operation, on the other hand, it is cliffi for
these data to effectively deal with, and eventuafigy
cause the problem of the dimensionality disaster.

In 2000, S. Roweis and H.S. Seung simultaneoudly h

published the research papers about the manifaltileg

in Science [1-2], proposed Isometric feature Magpin
(ISOMAP) [1] algorithm and Locally Linear Embedding

(LLE) [2] algorithm, and successfully applied théonthe
graph and characters recognition. As a startingtpthe
researchers had launched a variety of algoritho) as

Laplace feature Mapping (LE) [3], Local Tangent &pa

Alignment (LTSA) [4] and so on.

Manifold learning can be used to solve dimensibyal
disaster problem, but they cannot process increahent

data. In order to solve the problem, some schdiac
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better identified effect than other related methods

Il. MANIFOLD LEARNING AND KERNEL METHOD

Manifold learning and kernel method are machine

n . . : .
Cgearnlng methods to acquire useful information by

mapping; many researchers hope to unify manifold
learning to kernel method’s framework. Based omé&kr
idea, Choi had proposed kenerl isomap method [11],
Wang had proposed kenerl orthogonal local fisher
discriminate analysis [12], Weinberger had obtaitieel
relation between KPCA and manifold method by semi-
definite programming [13] , Yan had unified manifol
learning to map analysis’s framework [14]. Huangl ha
deep studied manifold learning such as ISOMAP, LLE
and LE, they believe these classical methods caseba
as KPCA under data correlation from the perspeative
kernel technology [15], the Mercer theorem is $igtisin
these methods by respectively the means of cortistguc
distance matrix, laplacian matrix and the weightrima
Manifold learning method have the similar idea and
some common characteristics, firstly, local neighbod
structures of the sample points on manifold is toeted,
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then we use these local neighborhood structuresap Ill. TWO IMPROVEDALGORITHMS BASED ONLTSA
sample points to global low dimensional space. iflaén INCREMENTAL LOCAL TANGENT SPACE ALIGNMENT
difference lie in the local neighborhood structusssd
embedded method by using local neighborhood strestu A. Incremental local tangent space alignment (ILTSA)
to construct the global low dimension embedded  The following is the main theory of ILTSA. In
coordinates. In LLE, global coordinate is built tmning
errors between the local coordinate and globaldioate, ) i
instead of this method, LTSA implements the alignime feature vectors corresponding to the maximuih
from local model to global coordinate by affine feature values by making singular value decompmsii
transformation. Therefore, LTSA is the improvemeht )
LLE, which can also be seen as KPCA under data '
correlation.

SVM is a kind of the typical kernel method propose
by Vapnik based on the largest interval hyperplaneQ ,where
Mercer kernel, and convex quadratic programming and T Ty _ral A i
relaxation techniques [16]. SVM develops from the 0i=Q" (Xj =% 1) =[50, &l ®)
optimal classification surface in linear separable
condition. The optimal separating surface is thdase ) ) . . )
that has correct classification effect, and als ldrgest 10w dimensional coordinaté§=[Yy,Y,--Yn], in this

interval between different categories. matrix, ¥ =[Yi1,¥jp.~¥i] - Y is obtained by
Considering sample§X;, y;)(i = 12,---,n) , category

LTSA, we can obtain matrix§ with right singular

AT __1k
- %1 ,where x; _Ejz:lXij .Local tangent space

dcoordinateG)i is given by projection of data on base

Let affine transformation matrix DRdxd and

minimizing the reconstruction errog; , Optimization
label is X DRd,yD{—L—l} , linear discriminate Pproblem can be described by (6)

function is minSIlE 3= minTIY; (1 -—ee) - L) 13
g(x) =We X +b ) LY LY K
In linear inseparable condition, the samples joutn min [[YSW || mintr(YSN\NTSTYT) 6)
space are mapped to high dimensional space thrihwgh Y Y

kernel function meeting consistent with the Mercer Where,YS§ =; W =diag(\W\, W, W) ,
conditions, and we can obtain optimal classifiaatio

surface. This surface is described by (2) W= _% T)(| ‘9i+9i)-
. 1 2 1
mln(ﬂ(W):EllWll =E(VV'W) @) In constraints of YY! =1 , the optimal m

dimensional coordinate¥ is constituted of eigenvectors
corresponding to them minimum eigenvalues of

B=SN\NTST. There, the low dimensional martrix

st y[(We Xj)+b]-120 (i =12---n)

Making use of Lagrange algorithm, the dual
optimization equation is obtained as (3)

_ 1n n Y=[u2,u3,-~um+1]T. To solve the singular problem
minQ(a) Py Jzzlaiaj % yjK(Xi’Xj)_iglai of B, firstly data are mapped to the subspace by PCA,
st @ >0 (i=12--n) 3) then the main feature are extracted by LTSA. InSAT
I n the problem to be solved is how to obtain the dldba-
iglyi a; =0 dimensional coordinate, ., of the new test poin¥nyq.

. . Let X5 b trix including X , th luti
Where g (i = 12---n) is Lagrange operatog; U[0,C], € A be Al INCUding “nl € solfion

. . . L L rocess tor is equivalent to minimizing the local
C is slack variable, the optimal classification ftiao is P n+l q g

as followed reconstruction errcrrin+1
f(9= sgr{élaf YK (X}, X)+ b*} (4) etyeg 161 7hag ~[Fi +LiGhug 115
@3) is SVM model, b is the solution of =||7;1+1_[Ti +Ti9£1+1]”% @)
Yi[éla'i* YK (X5, X) +b*] -1 f0|85\}i||:ng;zgl?£?) problem may be expressed by the
The steps of SVM are, appropriate kernel functm®n i min ||5L+1||%= min ||TL+1—[Ti +T G)i+6’;]+1]||% (8)
firstly selected, the optimum equation is solvedd an T+l Tna

obtain support vector and the corresponding Lagrang In fact, the process of calculating global low
operator, finally obtain the optimum classification dimensional solution is also the process of eigkmva
function by which classify correctly. decomposition to updateBngy . The update process is

as follows, let Bpey(lj,1j) =0, Ij ={ip,ip, iy} be
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neighbors subscript of for XX 5, and thenBpey is
updated by the following (9)
Brew (i, 1)) < B (Ij,1))+1 -GG (9)

In summary, SILTSA basic steps are as followstlfirs
the dimension of training data is reduced by madifo
learning, secondly the new data poinpney is placed

into the original data setX  and Bpgy are rebuilt, at
last we can obtairrpgy of all new data poinkpgy by
(8).

Linear local tangent space alignment (LLTSA)

LLTSA is a linear algorithm. Supposing the local

tangent coordinates ®; ,and then®; :QlT(Xi —)‘(il?(-)

:[19{,95--6#(] . According to LLTSA, (10) should come
into existence

ok 2
argxfrcl)l,nQ jélllxu (x+Q8j)liz

; 2
=argmin || XjH, — QO 10
gG,Q” iH — QO (10)
In (10), H, =1 -ee' /k,Q is the orthogonal basis
vector matrix in tangent space. Let affine transfation
matrix L OR™® | and global low dimensional
coordinatesY =[Y,Y,,---Yo] , Y =[Vig, Yioo- Vil - In
LTSA, optimization problem can be described by 4y
(8), Among their formulasW=diagW,--W,-- W) ,
W =H, (I -6/©,), W can write

W= Hy (1 -ViVT) (11)
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take full advantage of the class information ofagsa it is
difficult to effectively extract the fault charadsgics of
mechanical equipment. The supervised idea is intred
to algorithm; it can better solve this problem.

Given X =[x, %,--xy]JORY , d is the data
dimension, the euclid distance between any twotpoin
and x; is

Dy = (% = x)(% =x))" (14)
In LLSTA and ILTSA, the neighbor matrix of each
point x is built by directly finding k points with
minimum distance tog in D; . In Supervised algorithm,

considering fault categories, the neighbors masriluilt
by the following (15)

D; = D +amax(D;)A (15)
Di'j is the generalized matrix after introducing
category information. max([©;) shows maximum

distance between the class containigand the class
containingx;.A=0 whenx and x; belong to the same
category, otherwiseA=1 . g0O[01] is empirical

parameter to control the distance between poist set
LLTSA and ILTSA only maintains local geometry

inside data while not consider category informatidren

a =0, and maximizes the distance between categories

while the capacity of local geometry’s maintaingdl Wi

weakened wherr =1. We can obtain the generalized

nearest neighborhood matrixX; =[Xy, %2, - %] by
finding k points with minimum distance tg, .
In this paper, we introduce supervised idea to

V, is the right singular vector correspond to largest LTSA and ILTSA; propose two supervised algorithms

singular value of matrixX;H, . After adding constraint
yy' =14, Y wil be unique. SupposingA is linear

mapping, Y:ATXHk , the target function can be

obtained by the following constrained optimization

problem
arngintr(ATXHNBHNxTA)
ATXH XTA=1, (12)
In (12), B= SWMW'ST. (12) can replaced by solving
eigenvalue of (13).

XHNyBH X a = AXH X (13)

Eigenvectors a;,a,,---a4 correspond to eigenvalue
A <A, <---< Ay constitute the linear mapping vector
matrix Aq tea =[a1.05,---ay] . In LLTSA, the singular

problem of XHNXT has been solved by PCA mapping

before the algorithm.

Supervised ILTSA and Supervised LLTSA

ILTSA and LLTSA can effectively solve dimension
reduction of the new data, but two algorithms dowoibt

©2012 ACADEMY PUBLISHER

instead oD.. , SLLTSA and SILTSA.

by using D; i

The maximum likelihood estimation for intrinsic
dimension

In LTSA and its improved algorithm, one key
parameter directly affects calculation resultsisitarget
dimension of analyzed data. The size of the maitufe
space is decided by target dimension, the choi¢argét
dimension is stochastic and uncertain scope thusesa
the efficiency of the dimension reduction lower.

Intrinsic dimension is also called topological
dimension, it is required minimum number of
independent parameters for data sets’ description.
Intrinsic dimension of signal determines distributiof
phase points. Maximum Likelihood Estimation (MLE) i
a new method of global intrinsic dimension estimatby
establishing the likelihood function of distancetvieen
neighboring points.

Let x; is Independent and identically distributed

sample,y; is the smooth embedded manifold Iihd ,

there hasx; =g(y;) .Assume Sy(t) is a small sphere

that x is core,t is radius, we can construct non-
homogeneous binomial
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n individually; obtain the feature matrix of test
N X) = 3 1{x; 0Sx(t)} (16) g oren e
i=1 sampleg’ =[r},7;,---rJ]OR".

Similar to the process with poisson distribution, step 5. Using the feature matrix of training saraple
A(t) = f(x)V(d)dtd_1 is obtained, letd =log f(x) , Z* , obtain optimum classification functiori(x) and
the likelihood function of observed process is make fault diagnosis to test data by the SVM .

L(d,0) :IE)|09/‘(t)dV (t) ‘I(t)/‘(t)dt (17)  The basic steps of SLLTSA-SVM fault diagnosis can
oL oL be described as followed

Let — =0, — =0, neighbor numbek is regarded Step 1. The intrinsic dimension of the data is

06 on estimated by means of MLE, and then the choicargjet
as the radiust of small ball, maximum likelihood dimension based on this dimension.
estimationak(x) of X is Step 2. Data extraction and processing based on PCA
. projection.
~ 1k=1 T (X) Step 3. Select the number of the neighborhéod
d(¥)=|- X log——— (18) with SLLTSA we can obtain linear mapping matrix
kj=1 T i (x) -
A= PocaPTsa -

Make x traverses the entire data set ,we can obtain

T . Step 4. Calculate the matrix* = A" XHy OR™ of
intrinsic dimensiond

1n-~ training samples, the matri)Zy:ATYHNDRm of test
d :ﬁ.gldk(x) (18) samples .
= Step 5. Choose kernel function and corresponding
IV, FAULT DIAGNOSISMODEL BASED ONMULTI-LAYER kernel parameter, penalty fact®r, construct nonlinear
KERNEL LEARNING SVM model. Using the feature matrix* of training
data, optimizing SVM model, and obtain optimal
Manifold learning and support vector machines &@ t ¢|assification decision function.
machine learning methods on the basis of a kernel step 6. According to the SVM model, gain the fault
f_unctlon, the former is an effective tool to solwen- type of feature matrixz? of test date.
linear feature extraction as the unsupervised iegrn
algorithm, the latter as a monitor algorithm haorsg
classification ability, not only can reduce the
computational complexity and storage space, bot s
also reduce the generalization error. To makediithe Rolling bearing is important supporting and easily
advantages of these two methods respectively, wdamaged parts in the mechanical system. According t
combine manifold learning and SVM, have proposed twincomplete statistics, about 30 percent of rotating
multi-layer kernel learning model, ILTSA-SVM and machinery fault is caused by bearings. In this erpent,
ILTSA-SVM. bearing vibration acceleration normal and fault gkm
Supposing sampling frequency ifs HZ, sample data come from the CWRU bearing data center sitg [1
vector x is made up of data sampling by rotatingFigurelis the rolling bearing test experimenndta

hi . le. th di q Bearing damage is artificially produced by using
machinery in one cycle, the rotate speed IZ, S0 data  gjectric discharge machines. Acceleration sensage w

each samplex have d = fs/v points whichd is  pjaced in base, driver-side and fan-side of thertesor.
dimension. Let X =[x,%,---x,J0R® be training Bearingis the deep groove ball bearing for SKF6 20l

] p its inner and outer diameter are 25mm and 52mm
sample matrix,Y =[y;,y,,--yp]JR" be test sample yegpectively, fundamental frequency of bearing beto

matrix, m<<d is the dimension of feature space. Theto 28.75HZ~29.95HZ.

basic steps of SILTSA-SVM fault diagnosis can be In experiment, bearing have four running states, th

described as followed condition of motor load power for 0 KW and speed fo
Step 1.The intrinsic dimension of the data is ested 1797 r/min is defined as S1, the condition of mdozd

by means of MLE, and then the choice of targepower for 0.735 KW and speed for 1772 r/min is wied

V. MULTI-LAYER KERNEL LEARNING EXPERIMENT ON
ROLLER BEARING FAULT DIAGNOSIS

dimension based on this dimension. as S2, the condition of motor load power for 1.4W K
Step 2. Data extraction and processing based on PGad speed for 1750 r/min is defined as S4, the itiond
projection. of motor load power for 2.205 KW and speed for 1725

Step 3. Select the number of the neighborhkod r/min is defineq as S1. Bearing’s_ fault.have foiifede_nt
calculate the feature matrix of training samplesdegree, faultsize for 0.1778mm is defined asdultfsize
7% =[1,,7,,-7,]OR™ for 0.3556 mm is defined as 2, fault size for B&3nm

Li2 tn ' , , . is defined as f3, fault size for 0.7112 mm is defiras 4.
Step 4. Calculate the low dimensional embedding ofgple 1 deacibes the the samples distribution r fo

each new daty, O RIi=12-.p in Y= [Vi:Y2ir - Ypl runing states and four different fault degree.

©2012 ACADEMY PUBLISHER
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Figure 1. Rolling bearing test experiment stand

time-domain waveform of normal bearing
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Figure 2. Time-domain waveform of four fault statgna

TABLE I.
THE SAMPLEDISTRIBUTION IN DIFFERENTSTATESFORROLLING BEARING

Normal Inner fault Outer fault Ball fault
number number number number
No it)%t: Training Test it)%t: Training Test g;%tee Training Test ié%tg Training Test
sample sample sample sample sample sample sample sample
1 S1 16 4 S1+f1 4 1 S1+f1 4 1 S1+f1 4 1
2 S2 16 4 S2+f1 4 1 S2+f1 4 1 S2+f1 4 1
3 S3 16 4 S3+f1 4 1 S3+f1 4 1 S3+f1 4 1
4 S4 16 4 S4+f1 4 1 S4+f1 4 1 S4+f1 4 1
5 S1+f2 4 1 S1+f2 4 1 S1+f2 4 1
6 S2+f2 4 1 S2+f2 4 1 S2+f2 4 1
7 S3+f2 4 1 S3+f2 4 1 S3+f2 4 1
8 S4+f2 4 1 S4+f2 4 1 S4+f2 4 1
9 S1+{3 4 1 S1+{3 4 1 S1+{3 4 1
10 S2+{3 4 1 S2+{3 4 1 S2+{3 4 1
11 S3+f3 4 1 S3+f3 4 1 S3+f3 4 1
12 S4+{3 4 1 S4+{3 4 1 S4+{3 4 1
13 S1+f4 4 1 S1+f4 4 1 S1+f4 4 1
14 S2+f4 4 1 S2+f4 4 1 S2+f4 4 1
15 S3+f4 4 1 S3+f4 4 1 S3+f4 4 1
16 S4+f4 4 1 S4+f4 4 1 S4+f4 4 1

In experiment, sampling frequency is 12kHz, g of Gaussian kernel function was taken as 0.01alpen

bearings have four running states of normal siateer factor C as 0.1, supervised operator as 0.3.
ring fault, outer ring fault and ball fault. Figugeis the Figure 3 describes four methods’ fault diagnosis
time-domain waveform of acceleration signal acqteain result to training and test samples in differertriisic
from drive-side bearing. When motor turns each eycl dimension condition. In figurel, left column chart
sensor sampling points are 40207. Let the dimension describes the result of fault diagnosis four meshoal
of sample space be 417, if the amount is less #iah  training samples; right column chart describes riémult
then padded with O.For each fault type, the amaint of fault diagnosis four methods to test sampledidSime
training sample vector are 64 and test sample ver® represent the two supervised methods, dotted line
16. So vector matrix corresponding to them araepresent two non-supervised method. ' means the
respectively256x417and64x417. diagnosis’ result of methods based on LLTSA-SV, '

Estimation of intrinsic dimension are 19.5849 bymeans the result of methods based on ILTSA- SVM,
maximum likelihood estimation. In the experimerite t
intrinsic dimension adopts 12, 15, 18 and 20. Patam
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Figure 3. Four methods’ fault diagnosis resultraéining (left) and test (right) samples
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TABLE II.
THE HIGHEST CORRECT RECOGNITION RATE IN DIFFERENT INTRINSEIMENSION CONDITION
m=12 m=15 m=18 m=20

Training Test Training Test Training Test Training Test
sample sample sample sample sample sample sample samples
ILTSA-SVM 64.45% 57.81% 63.28% 53.13% 62.89% 55.86% 64.04% 56.64%
SILLTSA-SVM 79.30% 60.94% 77.34% 66.02% 82.03% 625 80.86% 67.58%
LLTSA-SVM 71.09% 54.69% 67.97% 62.50% 71.48% 64.06% 69.14% 62.50%
SLLTSA-SVM 83.98% 75.00% 84.38% 79.30% 92.58% 7%34  95.70% 86.33%

'x"' means the result of methods based on SLLTSA-

SVM, ''means the result of methods based on SILTSA- REFERENCES
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