JOURNAL OF SOFTWARE, VOL. 7, NO. 6, JUNE 2012

1421

A New Text Clustering Method Based on KSEP

ZhanGang Hao
Shandong Institute of Business and Technology,afa@thina
Email:zghao2000@hotmail.com

Abstract—Text clustering is one of the key research arean i
data mining. k-medoids algorithm is a classical digion

algorithm, and can solve the problem of isolated pots, But

it often converges to local optimum. This article psents a
improved social evolutionary programming(K-medoids
Social Evolutionary Programming,KSEP). The algorithm &
the k-medoids algorithm as the main cognitive reasong

algorithm. and Improved to learning of Paradigm. Optimal

paradigm strengthening and attenuation and Cognitie
agent betrayal of paradigm. This algorithm will increase the
diversity of species group and enhance the optimidian

capability of social evolutionary programming, thus
improve the accuracy of clustering and the capacityof
acquiring isolated points.

Index Terms—Text clustering, K-medoids algorithm, social
evolutionary programmi ng

I.  INTRODUCTION

In the past few years, some people have been dtudie
for text clustering.Xu Sen et al proposed Spectral
clustering algorithms for document cluster ensembl
problem . In this paper, two spectral clusterirgpathms
were brought into cument cluster ensemble problEmn.
make the algorithms extensible to large scale epiidins,
the large scale matrix eigenvalue decomposition was
avoided by solving the eigenvalue decompositiomwaf
induced small matrixes, and thus computational
complexity of the algorithms was effectively reddce
Experiments on real-world document sets show that t
algebraic transformation method is feasible focauld
effectively increase the efficiency of spectralaglthms;
both of the proposed cluster ensemble spectral
algo-rithms are more excellent and efficient thaheo
common cluster ensemble techniques, and they pravid
good way to solve document cluster ensemble prdBlem

DHILLON | S et al proposed SKM algorithms (sphe
-rical K-means). It Has been proved to be a vefigieht

Text clustering methods have been some. K-menaglgorithms. However, SKM algorithm is gradient-bdse

algorithm and k-medoids algorithm are efficient|eato
effectively handle large text collection, but wgienerally
converge to a local minimum, it is difficult to ems that
the global minimum.Some text clustering algorithre a
proposed, For example, SKM algorithms,
algorithms and other algorithi$". Most algorithms can
be more efficient to solve the problem text clusigr
However, these algorithms find isolated points e t
results in terms of weak.

WAP

algorithm, the objective function with respect thet

concept of vectors ian is not strictly concave function
space. Therefore, different initial values will eenge to
different local minima, that algorithm is very uaiste®!,

Guan Renchu et al proposed WAP( weight affinity
propagation)algorithms. Abstract Affinity propagati
(AP) is a newly developed and effective clustering
algorithm. For its simplicity, general applicabjliand
good performance, AP has been used in many data

Social  evolutionary ~programming (SEP) is anmining research fields. In AP implementations, the

algorithm based on paradigm conversion into g|0ba5imilarity measurement plays an important

role.

search aIgoriL?HTZ], has been used to solve the_prOblemConventionaIIy, text mining is based on the whole
of clustering*, But not solved the problem of isolated vector space model(VSM)and its similarity measunetme

points. This article presents a improved socialg often fall into Euclidean space. By clusteriegts in
evolutionary programming(K-medoids Social Evoluion g way, the advantage is simple and easy to parfo

-ry Programming,KSEP).The algorithm K'medOidSHowever,

algorithm is as cognitive subject's cognitive reasg
algorithm; raised awareness of the main new panadig

when the data scale puffs up, the vector
space will become high-dimensional and sparse. ,;Then
the computational complexity grows exponentiallyfo

the study of clustering in the way; propose a neWercome this difficulty, a nonEuclidean space kirity

paradigm of the optimal formula to strengthen aaday.
This algorithm will increase the diversity of spewi
group and enhance the optimization capability afiado
evolutionary programming, thus improve the accuraty
clustering and the capacity of acquiring isolatethts.

II. LITERATURE REVIEW

Manuscript received September 30,2011; revised Mbee

20,2011;accepted November 26,2011.

© 2012 ACADEMY PUBLISHER
doi:10.4304/jsw.7.6.1421-1425

measurement is proposed based on the definitions of
similar feature set(sFS}rejective feature set(RFS) and
arbitral feature set (A F S).The new similarity e
-ment not only breaks out the Euclidean space cainst

but also contains the structural information of ulbents.
Therefore, a novel clustering algorithm, named Wweig
affinity propagation(WAP) is developed by combining
the new similarity measurement and AP. In addit
-ion, as a benchmark dataset, Reuters-21578 & tose
test the proposed algorithm. Experimental resshsw

that the proposed method is superior to the
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classical k-means, traditional SOFM and dffini characteristic word in text d;, wi (d) is the wetigh ti in
-y propagation with classic similarity measurem@nt d, calling V(d) the vector space expression of tExXWi

PENG Jing et al proposed a novel text clusterin%d): (tf.(d)). ¢ uses TF+IDF function, which has

algorithm based on Inner product space model o . I
semantic. Abstract Due to lack considering thenia many formulas in actual application. The one usethts
paper is

similarity information among words, the clustering
result using exist clustering algorithms in progegdext (d) =
data, especially in processing short text data, nas ' ' 2

ideal. Considering the text characteristic of high ;[(IOQ( ;) +1.0)xlog(N |n;)]

dimensions and sparse space, this paper proposeea In the formula, tfi is the frequency of charactécis
word ti in text d, N is the total text number inethext

(log(tf;) +1.0) xlog(N |n;) 1)

text clustering algorithm based on semantic innerce
model. The paper creates similarity method amongroup, ni is the number of texts in the text grabpt
Chinese concepts, words and text based on theitd®fin - conain  characteristic word ti, | is the number of
of inner space at first, and then analyzes systealt . 5racteristic words in text d.
the algorithm in theory. Through a two phrase psses,
i. e. top-down"divide" phase and a bottom-up”"mérge
phase, it finishes the clustering of text data. Tethod
has been applied into the data clustering of Cleirst®rt A. K-medoids-based body of cognitive reasoning
documenu. Extensive experiments show that the anethalgorithm
-d is better than traditional algorithtiis In order to enhance the ability of algorithms tadfi

In addition, Hamerly & Wagstaffk'®,Tao L""! \G.  outliers, this algorithm will be k-medoids algorithas
Forestier™® Wen Zhané“],Linghui Gond® and Argyris  the individual's cognitive.
Kalogerato§®Were also proposed the method of text K-medoids algorithm operating principle is shown
clustering.However, these methods are not effelgtive pelow: The primary idea of the k-medoids algoritisn
solve the problem of isolated points. So,This &tic that it firstly needs to set a random represergatibject
presents a improved social evolutionary programmindor each clustering to form k clustering of n dathaen
(K-medoids Social Evolutionary Programming,KSEP).according to the principle of minimum distance, esth
Compared with the k-menas algorithm, the KGAdata will be distributed to corresponding clustgrin
algorithm not only can better solve the problem ofaccording to the distance from the representatbjeats.
isolated points, and be able to find the globaimpm.  The old clustering representative object will bplaeed
Compared with the K-medoids algorithm, isolatednpoi with a new one if the replacement can improve the
of the search algorithm better, and be able to fiml  clustering quality. A cost function is used to ek if

global optimum. With the new algorithm, the KGA the clustering quality has been impro%&dThe function
algorithm can not only efficiently, but more goodiqts s as follows:

to solve the problem in isolation. AE=E. -E
2 1

IV. TEXT CLUSTERING METHOD BASED ONKSEP

()

Ill.  CHARACTERISTIC DENOTATION OF TEXT where AE denotes the change of mean square error;

A Chinese Text Categorization model first makes E,denotes the sum of mean square error after the old
Chinese text groups participle and vector, formimg representative object is replaced with new one;
characteristic group, followed by the extractioraahost  E denotes the sum of mean square error before thé ol
optimum characteristic sub group from all charastier

groups using characteristic  extraction algorithmrepresentanve object is replaced with new one.

according to characteristics evaluation function. Q\_)/ B ) L B
Chinese text transforms non-structural data to . _{’! ' ﬁi’! '

structural data by the treating the participlesngigext PRty o ‘\7\

vector space model. The basic idea of VSM can be o N o

explained in such a way, each article in the testupg is

denoted as a vector in a high dimensional space (o )

according to predefined vocabulary order. Word in

predefined vocabulary order is viewed as the dinoens o i o

of the vector space and the weight of the wordesved r _f@ ’ —,@

as the value of the vector in a certain dimensibthe vl 1\./J\ - ‘@I\

high dimensional space, consequently, the article i Oranton o Ot 0

denoted as a vector in a high dimensional space. Th
advantage of VSM is that it is simple, not demagdim
semantic knowledge and easy for calculation. Figurel.k-medoids algorithm clustering processrigu

This model defines text space as a vector space K.medoids clustering algorithm follows four main
composed of orthogonal words vector. Each text d igrocessing as Figl.
denoted as a normalized characteristic vector

V(d)=(tL,wi(d) ..ti,, wi (d);...;tn, wn (d)), ti is the

Cc) (d)

If AE is a minus value, it means that the clustering

©2012 ACADEMY PUBLISHER
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quality is improved and the old representativeeobj
should be replaced with new one. Otherwise, theoolel
should be still used.

The procedure of the k-medoids algorithm is a
follows:

(1) Choose stochastic k objects as the initialtehirsg
representative objects from n data;

(2) Circulate steps from (3) to (5) until everystiering
doesn'’t change;

(3) According to the distance (generally using

1423

believable that some data near clustering cenger
(pisthe mean value of categdty under categoryh

L£mbody better cognitive behavior of the agenthaothe

heritage of such behavior should proceed fréM®.k

individual, i.e. each categories under categoly
reserves certain data (to the preset ratio, etig=@45 as
assigned in this article and taken round numbevecgh).

The reserved data are still of ¢ number of categosind

the rest will be allocated to these categories m@ieg to

Euclidean distance) between each datum and thihe similarity (Euclidean distance is used in thiticle)

corresponding clustering representative object
according to the minimal distance principle, dinite
each datum to the corresponding clustering;

O

random  and calculate the cosBE of changing with

: . O
the stochastic representative object chose;

O

random

) If AE is minus, replaceOj .with the

B. Evolved self-optimization process of paradigm-based
learning and updating

andb the clustering center (means of all data undher t

category) as to complete heritage and generatewa ne
paradigm.

(4) Randomly choose a not representative objecb. Optimal paradigm strengthening and attenuation

To strengthen SEP local self-optimizing ability,
learning probability P, of “currently most optimal
paradigm” F[l] may be artificially enlarged.
Mean-while, p,value should also be attenuated step by

step in order to prevent entire social population
convergence toward most optimal paradigm to lead to

A good paradigm is a good viable solution record.reduction of global self-optimization capability.The
Here, F stands _for paradigmM for the number of specifics are illustrated as follows: _
paradigms, F[i] for NOj paradigm § =12---M ). If a new “currently most optimal paradigm”
M . : F[l]generated in k generation, in the processkof 1

number of paradigms are arranged according to ) . )
object function valuef (F[i}) in ascending sequence, as generation _clusters, the probability of leagi
shown below:  Pparadigm F[l] is designated a9,, p, U (01), and

fHD<fEHD<--FEM-D<fEM]) . we can the probability p;(i = 23---,M) learned by other

obtain series of individuals through application of
K-means algorithm. Once a new individu&l[l] is
obtained, it is inserted in the proper position M
number of paradigms arranged in object functiorueal

ascending manner if its object function is smatlen a
certain object function value already having indials,

ie. for jO@M) it fHi-D<iED<IH] .
then F[j] = F[I] ,
F[j +1]=F[j],---,F[M]=F[M -1]. such as, in
the entire evolving procesdM number of paradigms are
constantly in a dynamic updating status.
C. Learning paradigm form of cognitive agent in cluster

A new paradigm produced inNO.K generation
cognitive agent should refer tNO.(k—1) generation

paradigm. In the k generations, all sorted in thlected
paradigm after 1 / 3 of the paradigm(Because thetfon
value in accordance with small to large order,rdfie 1 /
3 of the paradigm is the paradigm of the best phal).
If there are M paradigm, that is, select the M(fdinded
up) a paradigm. In this M / 3> paradigm paradigm in a
randomly selected. In this paradigm,

h(hO (4,c),Cis the number of clusters)of the number

of datum i(iJ (4, N), nis the numberof data to be
clustered) to undergo can be explicitly display#dis

©2012 ACADEMY PUBLISHER

paradigms as
po= L/ f(FiDIa- porY 1 1 (FiD @

In general, the more the algorithm is more closth&o
evolution of post-its optimal solution, In order twt
destroy the optimal solution as much as possilde,th
learning probability P, of Optimal paradigm, In the
period (such as the first half of the cycle) andegiits
relatively small value, Later re-assigned a highaiue.
This is to keep a good paradigm, but also can asge¢he
diversity of population.

In the process of each generation clusters between
k+2 generaton and K+t  generation(the
supposition is renewed once more K+t generation
of “currently most optimal paradigm”), the probidigi
p, of paradigm F[l] learned by other paradigms in
turn as:

the category
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pfx(loo—ﬂl(i_l)/ form the isolated points. The first 500 articles the
experiment are sourced from http://dlib.cnki.nes&ov.
(t—2) The 5 categories are industrial economy(IE), caltand
if us—~+ economic(CE), Market Research and Information(MRI),
g 3 Management(M), service economy(SE). respectivehg T
Pl x(100-14" ™) (4) last category is current affair and news(CAN) sedrc
P = 100 from http://www.baidu.com/. After having undertaken
it (t-2) <u<2(t—2) basic treatment and dimension reduction to thelss, fi
k-medoids algorithm and KSEP algorithm are used for
pf x (100~ lus(ifl)) clustering analysis.
10 A. Experiment 1

First, k-medoids algorithm is used for clustering
analysis. The results are shown in Table 1.

if u22(t—2)

In which, i 0 23,---,t), parametets,, [, controls
) P ﬂl ,L12 ,U3 TABLE 1 RESULTS FROM KMEDOIDS ALGORITHM

attenuation rate, its right shoulder mafk—1) is the

IE [ CE[ MRI [ M SE [ CAN
times of power. The less tiig, i4,, l,, the slower the | Wrong articles| 59 60 55 52| 57 1
. Correct articles 41 40 45 48 43 4
attenuation. In general, " percentage of| 41 | 40 45 48 | 43 80
[ correct ones
#40(253 4,0(1.525 #,0( L1f  Other | conectones L
“paradigm” genetic ratep,,i [J (2,3,---,M) will stil As can be seen from the above experiments,

K-medoids algorithm for text clustering, the tinseviery

short, very efficient, but also better identify lsed

E. Cognitive agent betrayal of paradigm points. However, clustering results are not satisfy,,
M. Assume cognitive agent mutation probability ClUStering accuracy is very low.

threshold¥ , which is used to determine whether a certairg, Experiment 2

cognitive agent bears the nature of betrayal, vé®re then KSEP algorithm is used for clustering analysi

behavioral mutation probability thresholf is used to  The results are shown in Table 2.

determine on which time or times of specific bebawn
the entire process the cognitive agent inclinindpétray

luse Eg. (3) for computation.

TABLE 2 RESULTS FROMGA-K ALGORITHM

fall into betrayal. IE | CE | MRI ) M | SE | CAN
@. Prior to cognitiqn of each cognitive gggnt, Wrong articles 9 11 8 7 9 0

random number is given by an evenly distributed
Correct articles 91 89 92 93 91 5

generator. If it is not greater than mutation shiald? |
it is considered that it does not have betrayalineatind | Percentage of| 91 89 92 93 91 100
its behavioral process rigorously follows “cogniiagent correct ones
learning paradigm” form to complete genetic procass

mentioned above; otherwise, this agent has the@atu [ Time(second) 1893
betrayal and is continued inst&p. . .
@. If the cognitive agent is identified bearing bl As can be seen from the experiment 2, algorithms

resented in this paper KGA increased with timepies

nature, a random number is assigned by the evenl , ’
e many, but clustering effect is very good. As te

distributed generator. If the random number isgretater Y ®
. . . seen from Table 2, significantly reduced the numtfer
than behavioral mutation rafé¢, the behavior does not . :
false papers, the correct number of articles irszda

belong to betrayal behavior and follow existingamigm  signjficantly, but also to identify well isolateipt.
genetic form as described in cognitive agent lemyni

paradigm; otherwise, this agent has the naturestrfial VI SUMMARY
and chaotic mutation operator will be applied todarce Text clustering is widely used in real world and an
a new individual. important subject for data mining. K-medoids altfor

The value of @ andf3 ,in the early to give its larger is a more classical clustering algorithm, but itswaacy
value, given its relativ -ely small in the lattearpof the is lower. This paper embeds k-medoids algorithno int
value. Social Evolutionary Programming, and Improved to

learning of Paradigm Optimal paradigm strengthening
V. EXPERIMENTAL ANALYSIS and attenuation and Cognitive agent betrayal cdigigm.
This algorithm will increase the diversity of spegi
group and enhance the optimization capability afisdo
evolutionary programming, thus improve the accuraty
clustering and the capacity of acquiring isolatethfs.

This paper picks up 505 articles in 6 categoriesnfr
CQVIP as experiment data. The first 5 categoriegain
100 articles each and the last category containghish

©2012 ACADEMY PUBLISHER
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