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Abstract—Traditional Uyghur search engine lacks semantic technologies into traditional search engine. It boras
information, aiming to solve this problem, a semarctally the concepts of ontology to process the annotatiibh
enhanced Uyghur information retrieval model was prposed matching of web resources and users’ queries toanep
based on the characteristics of Uyghur language. |ty {he gearch performance, and constructs the next
word stemming was carried out and web pages were generation of search engine [1].

represented by the form of 3-triples to constructhe Uyghur . . . .
knowledge base, then the matching between ontologiand Semantic search technologies can be divided iméeth

web pages was established by computing concept sty categones,_they are statistical based metn_cguism

and relation similarity. Semantic inverted index wa built to ~ based metrics ~ and ontology ~ based metrics.  Latent

save the association between semantic entites amgeb  Semantic Analysis (LSA) is a method of statisticaked

pages, and user query analysis was implemented by metrics, which use algebraic methodsto analyze the

expanding the queries and analyzing the relationsdiween  potential relations between a set of documentstamds

keyword-based and semantic-based methods, ranking document sets by using thesaurus, one of the msest u

algorithm was implemented. By comparing with the Gogle methods is describing concepts by using WordNet [3]

search engine and the Lucene based method, the . . . :

experiments validate the effectiveness and the feébiity of ontology based metrics firstly construct high-quall

the model preliminarily. ontology and knowledge base, then use them to ateot
documents and execute the mapping between concepts

Index Terms—Uyghur, ontology, semantic search, semantic and user queries, for example, KIM, TAP, Hakia [8,3].

relation, information retrieval With the development of semantic web, a large numbe
of structured open metadata emerge, such as Fegebas
Linked Data, Apex and YAGO. Researchers beganéo us

. INTRODUCTION these metadata to build semantic search framewiork,

Along with the development of technologies and theSX@mple, PowerSet uses Freebase to annotate Wikiped

enrichment of the resources of Internet, WWW has To our k”OW_'eo'Qe* there are _ho ser_nant!c search
become a dynamic and huge information service mitwo Prototypes for minority languages till now, in tipaper,
Although traditional search engine is convenienthds 2 semgntlcally enhanced Uyghur_lnformatmn retiieva
the problems of low precision and recall, whicltasised M°del is proposed, key technologies are presemed a

by the lacking of semantic information of the keydio experiments are carried out to validate the efieckss

matching technology and the misunderstanding of thef the modeI: . , ,
users’ intensions. In order to provide better smrvithe The remainder of this paper is organized as follows

major search engines such as Google, Bing, etce havection 2 presents the characteristics of Uyghar the

semantic search as a supplement to their searcloeser stemming algorithm for this language. In Sectiortt

In recent years, semantic search has been paid mugfmantic retrieval model is proposed and the key

attention, which introduces the semantic webtechnologies are discussed. Section 4 uses expesrte

validate the effectiveness of this model. Finallye
conclude the paper in Section 5; possible extessafn
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accepted December 31, 2011.

This work was supported in part by the Science tuthnolog
projects of Xinjiang Uyghr Autonomous Region under Gr
20101211. Correspondina author: Ma E

©2012 ACADEMY PUBLISHER
doi:10.4304/jsw.7.6.1315-1320



1316 JOURNAL OF SOFTWARE, VOL. 7, NO. 6, JUNE 2012

Il. UYGHUR KNOWLEDGE REPRESENTATION We have collected more than 25,000 Uyghur stems,
which are capable for most of the Uyghur word
A. Uyghur stemming algorithm segmentation task, and vowel harmony is procesged b

Uyghur is an official language of Xinjiang Uyghur rule based approaches, detailed information can be
Autonomous Region, which is spoken by the Uyghuféferredin[1].

people. The Uyghur language belongs to the Uyghug uyghur knowledge base construction

Turkic branch of the Turkic language family, which Ontology is a “formal, explicit specification of a

controversially a branch of the Altaic language ifsurit shared conce tualizatiorif’ [M1. It is a formal

has an alphabet of 32 letters ar_ld more than 126§f<mf representation gf the knowledge' by a set of cormcept
characters. Uyghur is an agglutinative languageyhich - within a domain and the relations between those

word is the smallest independent unit [8]. A WO.Ed ' concepts. It is used to reason about the propesfidisat
composed of stem and suffix. For example, a ugartia domain, and may be used to describe the domain.

word: s 55 (development of China), the  |n recent years, many open ontologies emerge, we ar
search engine should separate the word into stedn aRot aim to create more new ontologies, but to rebse
suffix, such asSSe _\s,L_.+5_<5}__,, eyt _‘5+‘“‘L‘:‘d",l"’, existing ones. The crawled pages are processed into

Then it should return web pages include st structured data, and stored as ontology resoutwe; t
processing steps are as follows:

1) Giving every page a unique URI (Uniform Resource
pages. L Identifier). For example, a Uyghur page:
According to IlngU|s_t|c th_eory, morphemes are thehttp://uyghur.people.com.cn/155989/15153298.htmI,
smallest meaning-bearing units of language as agthe because  the URL is unique, we use

smallest units of syntax [9]. MATHIAS CREUTZ and htto://uvah | /155989/15153298 th
KRISTA LAGUS have proposed a model family caIIedUFS'f:ry%i;nggp e.com.ch as ©
Morfessor for the unsupervised induction of a senpl 2) Define six p;roperties for each page, they abella
morphology from raw text data. tag, content, link (used for store the URL), pateliused

The model of language (M) con;sists of a morp or store the hyperlinks in the page), and relat&diused
vocabulary, and a grammar. That is to compute th?or store the related link);

maximum a posteriori (MAP) estimate for the pararet 3) Store the URI and properties in N-TRIPLE format,

[10]: six N-TRIPLE files were built.
argmaxP(M | corpus) = argmaxP(corpus| M )[P(M) @) After format conversion, the mapping between
. contents and ontology concepts were executed, we ha
collected ontologies covering sports, finance,
entertainment, news, .etc form Swoogle and Godbke,
structured data along with ontologies construct our
knowledge base.

(China) and:’L-f'“jU‘: (development) and other relevant

The MAP estimate consists of two parts: the
probability of the model of language P(M) and the
maximum likelihood (ML) estimate of the corpus
conditioned on the given model of language, writéen

P(corpus |M).
N 2 . i H
P(M)=N!E|'1|[P(f0r ) Plusagelzs )] 2 cC Mappmg between documents and ontologies . .
e o ) Mapping between documents and ontologies is the
The probability of a morph is divided into two mart  selection of ontology concepts in essence, we
the form and the usage of the morph, the probglfit jplemented the mapping by computing the similarity
P(usage(y; ) is equal to the prior probability of the petween documents and concepts and similarity feetwe
occurrence frequency and the length,ofp(form(y,))is ~ concepts themselves:
computed as follows: smw,0,r)=A4,8m (W,0)+4,5m (W,0,r) ®)
P(form(y )):H'Je:fthwp( ) (8)  Wherej +4, =1, Wmeans the word set of a document,
O means a specific ontology which matches the

Where represents is the probability of thth .
P(c,) rep P y h document,r ={r,w,w,},w,w, JW, means the relation

letter in theith morph in the lexicon. )
w @) between the words in a documeam(W,o) represents
Plcorpus| M) = ﬂ Dp(ﬂik) the similarity between W and O.S'm(W,O,r)
W is the number of words in the corpus, where eachepresents the similarity between concepts.
word can be represented by morph sequence, if @ wor Concept similaritySm (w,0) is defined as follows:

can be segmented intg forms means the
¢ 9, Pl when a wordW matches the name or the content of

probability of thekth morph of thgth word. ]

We firstly use morphological segmentation method tddfs:/abel property of concepC; , we define them as
extract morphemes of Uyghur, and then the morphemesg,
are compared with the stems and suffixes we have
collected, and the corrected stems are used foaaiin the content ofdfs:label of conceptC; , we define them
of Uyghur stemming, unknown morphemes are furthegg
processed by linguistic experts.

act match, when the stem Wf matches the name or

partial matchs‘mc(W,o)is computed as follows:

©2012 ACADEMY PUBLISHER
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i=m j=n

sm ,0)= 58" sim ., (6)

i=1 j=1
Wherem is number of words in the documentis the
number of matched concepts in ontologigﬁ%(\,vi,cj) is

computed as follows:

1 if w,c; completdly match )
S‘mc(w,,c])= 05 if w,c; partially match
0 otherwise
For sm (w,0,r), computing the similarity between
words can be transformed into the computing betvieen Figure 2. The Semantic enhanced retrieval model.
corresponding concepts [12]:
sm Ww,o,r)=Y smlc c;.r) (8) user input and returned pages. The architectusédsvn
’ ™ as follows:
simle, ¢, r)=[ 30 | e £ =€ (9) o
I My A. Semantic indexing
Where| is the shortest path betweqmndcj, h is Inverted index is the most used index structure in

modern search engines. In this paper, we choasethe

basic index structure, and the semantic indexing is

of path betweer; andc, , | is the length of each path; established by combining keyword based index and

mantic annotation, the steps are as follows:

1) Establish inverted index for web documents:

establish mapping between the words of web docwsnent

. and the concepts of ontologies, index the wordsigalo
sﬂw,o,r)‘:sdw'o'%MSdWOr)} 10 with the corresponding concepts according to the

o discussion of 1.3;
Figure 1 shows the mapping of ontologies and 2) Establish inverted index for semantic entitieghie

instances (to help understanding, we use Englisftov knowledge base: extract the textual (epresentaftm

the information in the graph, in the actual systeng the rdfslabel property of the entity, the textual
language is Uyghur), the top half of Figure 1 shahes representation are then searched in the documdak,n .
internal structure of the ontology, the bottom halfthe retrieved documents are tagged as the potential
includes two instances of the ontology and shoves thdocument seA;

mapping between the ontology and instances. 3) E_xtract t.he context qf semantic (_antity: . the
ontological relations are exploited to extractsésmnantic

context, the textual representation from thifs:label
property of its directly linked entities are extied and
searched in the document index, the results agethgs
the potential document sBf

4) We compute the intersection between/eaind set
B, and the results are tagged as Getwhich is the
document set corresponding to the semantic entity;

5) Weighting annotations: the weights of semantic
entities are computed as follows [13]:

A5, +(1-2)c, (11)

Figure 2. Ontology-instance mapping graph. Where A (0<A <1), S, means the weight of document

d of its own, andc, means the weight af in its context.

the least common subsumer@andcj, ; is the number

@ and B is constant, which is used to control the impactSe

of | andh to the similarity. The normalizing result of the
above formula is shown as follows:

[1l. SEMANTIC ENHANCED RETRIEVAL MODEL

Semantic enhanced retrieval model includes four l
modules: resources collection, semantic annotatjoery Selscionar e
analysis and results ranking. The resources calect a semantic enjy i —
module uses web crawler to download relevant | v enity

i [ El D1,02 05
WebPages; semantic annotation module annotates the Extract the content| | EXtract the content| {22227 122
of rdfs:lable of rdfs:lable

crawled pages and establishes the semantic indexy g
analysis module analyzes the semantic relevance by @ Greation i
matching users’ query and ontology concepts; amd th Search inthe innvereq —2cument ndex annoen
results ranking module ranks the search resultecbas document index. [
the content matching and semantic relevance between I

ﬁ N

Figure 3. Semantic annotation based on contextrirdtion.
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The establishment of semantic index is shown iarBd3:  keywords, but also considered the relations betvtieem.

For example, when a user input the keyword “Befjing

o ) ) “hotel”, “Tiananmen Square”, the user may wantital f

o The task of queré/ anal3|/5|s 'ito E‘Isﬁlbl'sg the l"@_p the information about hotels around Tiananmen Sgjuar
etween query and ontology knowledge base. A giVefi,: i jsolated information about the keywordsc&ese

word gener.ally has synonyms, hypernyms, hyponyrdg Mhe semantic annotation we built has already censit!

so on, which we call lexical relation. Besides éaki the relations between concepts, so the retrieveditse

relation, there is also semantic relation betweenmds be bett ied by th ki lqorith
which describes the connections between concepts. an Dbe beller organize y the ranxing aigonthm.
ecause the knowledge base we built can not caver a

this paper, we present an approach which combin ,
lexical relation and semantic relation to analyzeris (1€ concepts in the document set, we éDF to
query: evaluate the uncovered concepts as a complement.

1) Accept user’s input, extract the stems and sasm In this paper, we propose a modulative method that
into a sety={n,n,.n}. 1<i<k, K is the number of ranks results b.aseoll on how pr.edlt.:table a resulhmg
for users, which is a combination of semantic and
information-theoretic techniques.

Firstly we calculate the relevance between keywords
and page content:

1(t) ="t (tind) fdf(t)? hoostt. fieldind) TengthNor fn fieldind) (13)
relevance betweeg, andn, 0<=R, <=1; Wheretf tind) represents the frequency of term t in

3) Map the stems i to ontology library, save the document d, idf(t) represents inverse document
corresponding ontology in setir, T,..T,}» and then we frequency, which is a measure of the general inamos

of the term.boost(t. field ind) represents the stimulation

factor for each field when the index is established
lengthNormi(t. field ind)

B. Query analyzing

stems;
2) Analyze the lexical relation with synset, forcka
stemn (1<i<k), acquire the extension of it and save

them as a se$ -{s s

11 =200

S.}» m=|s|- R, is the lexical

will get k sets.R; is the lexical relevance betweqp

and n , assumingt, is the extension of (1<k<m),

. represents the length factor for
then Ri} is equal toR, ; P 9

each field.

4) Given a set Then the similarity between user’'s query and the
w={a,a,,...a,)|(@ OT, T, 2¢1<i<k)O(a, = BT, =¢l<i<k)} documents is calculated, we define
, compute the value ofrR , which is then used for K={k,k,...k.}.k k0K is the extension of the
ranking they (w, OW): query, c={c,c,,...c,}.c,c,0C is the corresponding

iizk

ij=1

(12) concepts oK, p represents the number of the relations

) . betweert, andc, in the knowledge base, represents
Where g, is the semantic relevance betwegpand ! ] b

. h] exical rel o g H the number of relations betweeg and c; in the
., 1, is the lexical relevance ofr. . g andy are the . o
aj. ti : H document context. According to the probability theo

weights of lexical relevance and semantic relevancge probability of a particular document which is
(0<=a,u<=1, a+u=1). The computation is as following. jnterested by the user can be calculated by the

Given two instanceg,,a, Ow,,a;,a, # B, if they can formula P(q’d)zz(;/” (sij<niz]) | represents the

reach each other within a limited number of steps bI th of th bet ts. the similar
using breadth-first search, then we consider thelavant, ength of a path between concepts, the similarityvaen

their semantic relevance is related to the length oduery and concepts are as follows: .

minimum sequence, the shorter, higher of the relesa SemMateh(g,d) = 3" P(q,d)cf2) (14)
and vice versa. ltr; or a, is equal tog, or they are not Now we add a search mode which ranging from 0
to 1, with O indicating purely conventional modedah
indicating purely semantic mode, respectively. Basa
5) Sorting the elements W according to the value this, we build a modulative ranking model showropel

of SR, the smaller the value is, the more possibilitt tih SemRank = (1—,u)| (t)><,u(1+ SemMatCh(q d)) (15)
meets the user’s query. g

6) Searching the elements ¥ in semantic index,
retrieved results are then ranked by the resulkingn
module. 10G Uyghur WebPages were crawled from Internet,
and then preprocessed into N-triples; two indicesew
Al ) built, they were traditional index and semanticerxd10
Page ranking is one of the key technologies ofcsear ., \moniy used user queries were chosen to congtrect

engine, because the quality of the returned resulls ot st and the average length of them were disvo
directly influence user’s experience. When the kewyis Google Uyghur version and Lucene were chosen as the

are inputted, the best results are not only costélie benchmark, and precision, recal, Mean Average

relevant, thersr, = sr

min *

IV. EXPERIMTNTAL RESULTS

C. Ranking algorithm

©2012 ACADEMY PUBLISHER
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Precision (MAP) and Precision at 10 (P@10) were

chosen as the evaluation metrics.

precision= P (16)
TP+ FP
recall =— 1 (7)
TP+FN
N
ap = ZaP)() a9)

Where N represents the number of

en is the number of returned irrelevant pages, apis
the number of the relevant pages that did not metlir

represents the position of a particular page in the
retrieved results, ang(y) represents the precision of the

toppedr retrieved resultsrel(r) is a binary function,
which determines whether thi¢h page in the retrieved

TABLE II.
COMPARISON OF DIFFERENT SYSTEMSPRECISION

Semantic

Query Search Lucene Google
1 0.74 0.58 0.66
2 0.58 0.61 0.68
3 0.42 0.46 0.51
4 0.67 0.67 0.54
5 0.56 0.61 0.47
6 0.36 0.29 0.44
7 0.67 0.52 0.56
8 0.29 0.32 0.33
9 0.34 0.38 0.41
10 0.48 0.36 0.37
Mean 0.51 0.48 0.50
TABLE lIl.
COMPARISON OF DIFFERENT SYSTEMSRECALL
Query Sggwaa:gﬂc Lucene Google
1 0.66 0.61 0.70
2 0.48 0.63 0.67
3 0.45 0.48 0.54
4 0.59 0.66 0.59
5 0.52 0.59 0.45
6 0.35 0.38 0.48
7 0.61 0.54 0.61
8 0.22 0.33 0.32
9 0.35 0.34 0.43
10 0.51 0.43 0.39
Mean 0.47 0.50 0.52
TABLE IV.
COMPARISON OF DIFFERENT SYSTEMSMAP
Query S;ranazigﬂc Lucene Google
1 0.46 0.41 0.44
2 0.28 0.29 0.31
3 0.23 0.24 0.25
4 0.37 0.34 0.33
5 0.24 0.27 0.22
6 0.22 0.18 0.23
7 0.33 0.27 0.28
8 0.18 0.19 0.19
9 0.22 0.23 0.26
10 0.33 0.24 0.30
Mean 0.29 0.27 0.28

©2012 ACADEMY PUBLISHER
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documentsyp is the number of returned relevant pages,
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TABLE I.
COMPARISON OF DIFFERENT SYSTEMP@10
Query ngaigﬂc Lucene Google
1 0.7 0.5 0.6
2 0.5 0.3 0.5
3 0.3 0.3 0.4
4 0.6 0.5 0.5
5 0.6 0.4 0.7
6 0.4 0.2 0.2
7 0.8 0.5 0.6
8 0.1 0.2 0.1
9 0.2 0.2 0.3
10 0.35 0.3 0.4
Mean 0.47 0.34 0.43

documents is relevant. The experimental results are
shown as follows:

From the experimental results, we can see thatther
are not big difference on precision and MAP for thiee
systems, but the result of semantic search on P@10
outperforms the other two systems, which means the
pages retrieved by our proposed model can bett&t me
users’ needs.
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