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Abstract— Grid task scheduling is a NP-hard problem. In 
this paper, an optimization algorithm of grid task 
scheduling is brought forward by using classification 
strategies to improve particle swarm algorithm. The particle 
swarm is divided into accurate subgroups for local slow 
search, commonness subgroups for the cloning strategy 
processing and inferior subgroups for changing into 
accurate subgroups to operate the positive and reverse 
clouds. The experimental results show that the scheduling 
algorithm effectively achieves the load balancing of 
resources and preferably avoids falling into local optimal 
solution and the selection pressure of genetic algorithm and 
elementary particle swarm algorithm. This algorithm has 
the high accuracy and convergence speed and so on.  

Index Terms—grid computing, task scheduling, cloud model, 
immune clonal algorithm, particle swarm optimization 
algorithm. 

 

I. INTRODUCTION 

Grid computing is a hot spot in current internet 
research and is the development direction of parallel and 
distributed processing technology. In grid computing 
each resource could further schedule the allocated tasks 
according to own scheduling strategy [1]. Task 
scheduling is the core of grid computing and also a 
NP-complete problem. Now the task scheduling becomes 
the focus in current research field of computing grid. 
Document [2] proposed a task scheduling of computing 
grid based on Agent and realized three protocol 
prototypes of grid resource management. Document [3] 
proposed an advanced Petri model of time which can be 
used in the task scheduling of computing grid. Document 

[4] designed an ant algorithm (AA) of task scheduling of 
computing grid. Document [5] introduced a grid task 
scheduling algorithm based on genetic algorithm (GA), 
which aims at improving the utilization of resource and 
throughput at utmost. Document [6-7] proposed the 
application of the particle swam in grid task scheduling, 
which has a further research in the finishing time of task 
and the improvement in global searching ability. 

Due to the heterogeneity, distribution and extension of 
grid it is possible that no task could be submitted so that 
it caused the heavy load of some resource and idle 
resource is generated when lots of asking tasks are in the 
grid environment. And this problem is more critical when 
it involves the scheduling in the cross field and 
large-scale application. In this paper we propose a 
particle swarm algorithm based on classified 
strategy—CSPSO, which could efficiently improve the 
running efficiency, searching ability of global searching 
and solution accuracy and guarantee the load balance of 
grid task scheduling.  

II.  THE OPTIMIZED MODEL OF GRID RESOURCE 

Define 1 Grid resource model: Assumed that the triple 
( , , )G R T L=  represents the grid environment. In which 

{ , , ..., }1R r r ri m= represents the congregation of m 

computing resource and { , , ..., }1 2T t t tn=  means n 

independent tasks and { , , ... }1 2L l l lm= means the 
dynamic load weights of m resource nodes. 

Suppose that the CPU utilization, memory utilization, 
flow rate of current network, I/O access rate of disk and 
total process number of resource node jr  are 
represented by %jC , %jM , jN , %jIo , jP , so the 
dynamic load weight of resource node jr  could be 
represented by: 
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In equation (1), i
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level of each load parameter. 
For m nodes, the three resources of each node are 

running time, transmission delay of network and resource 
throughput, respectively. We name them as 

)3,2,1;,...,2,1(,)( == jmiR ip j . In which the source 
requirements of each task to each node are 

)3,2,1;,...,2,1(,)( == jmiR iq j . The unit costs of the 
three types of resources are c1, c2 and c3. And the 
submitted task number M is larger than the node number 
of grid R. The cost weights are w1, w2 and w3. So the 
total cost of ith node where the ith task is allocated is  

∑= qkikkij RcwO
                    (2) 

In which ijcmjMi ;,...2,1;,...,2,1 == is the cost 
matrix of three types of resources for each task. 

The upper limit of cost of task finishing, named 
(Cost)i(i=1,2,…,M), that is the satisfaction degree of user, 
is submitted when the task is submitted. 

Based on the analysis above and better solving the 
problem of allocating multiple tasks in one node, the 
min-max target function and relevant constraint 
conditions could be built. 

Min-Max target function is 
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The equation (3) is the optimal scheme of grid 
resource allocation and task scheduling, which realizes 
the minimum cost of resource utilization. And this 
scheme is realized by particle swarm algorithm and cloud 
model algorithm. And f(T) means the total cost of task 
running. 

The equation (4) makes the utilization of task 
scheduling running to the most in comparison with the 
minimum cost of equation (3). E(T) means the total 
efficiency of task running. 

 

Ⅲ. THE TASK SCHEDULING ALGORITHM BASED CSPSO 

A. Basic particle swarm algorithm 

PSO algorithm, which is an algorithm of intelligent 
optimization of swarm, was proposed by Kennedy and 
Eberhart in 1990s [8]. Its idea derives from the research 
of preying behavior of birds. The PSO algorithm provides 
a kind of advantage for the evolution of swarm based on 
the sharing mechanism of society information in biology 

groups. In PSO algorithm, the solution of each optimized 
problem is a particle of searching space and each particle 
has own position and velocity. All the particles have the 
adaptation value decided by an optimized function and 
look for the optimal solution by the cooperation of 
particles in solution space. In comparison with the 
genetic algorithm and ant colony algorithm, PSO is 
simple, easily realized and has less adjustment 
parameters. Currently this algorithm is successfully 
applied to the structure design, neurotic network, 
electromagnetic, plan of multiple tasks, task scheduling 
and other optimized engineering problems. 

Definition 2 the velocity and position of the ith particle 
in n-dimension searching space in time t+1 are defined as  

))(())(()()1( 2211 txprctxprctvtv igiiii −+−+=+ ω
                                       (5) 

)1()()1( ++=+ tvtxtx iii              (6) 

In equation (5) and (6), t  is the evolving algebra. 
)(tvi is the velocity of iteration t of particle i. 

)(],,[ maxmax txvvv iiii −∈  is the position of iteration t 
of particle i. ω is the inertia weighing coefficient. 
Learning factor c1 and c2 is non-negative constant and 

generally cl=c2=2. ]1,0[, 21 ∈rr is the random number 
which follows an even distribution. In which the current 
position of particle i in n-dimension solution space is 

represented by ),...,,( 21 iniii xxxx =  and the current 

velocity is represented by ),...,,( 21 iniii vvvv = . 
ip means that the particle i itself finds the optimal 

solution, called individual extreme. gp
means the 

optimal solution which could be found in the whole 
species group and this value is a global extreme. Particle 
updates its position and velocity according to equation (5) 
and (6). 

Definition 3 The current optimal and individual 

extreme 1+ip  of particle i is decided by  
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Definition 4 The adaptation function )(xF  of 
particle x is  

))(min(
1)(

xf
xF =

                      (8) 

Definition5 The current global extreme gp of particle 
i is decided by 

}))}(()),...,(()),((min{))(()(),...,(),({)( 1010 tpftpftpftpftptptptp ngng =∈

                                       (9) 
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B． Cloud Model 
Definition 6 Cloud Model Assume X is a normal set 

named domain [9, 10] and X={x}. Regarding the fuzzy 
set A~ in domain X, any x has a random )(~ xAμ  named 
membership of x to A~ and this random number has a 
steady tendency. The distribution of membership of basic 
variants is cloud. The features of cloud is characterized 

by expectation xE , entropy nE and excess entropy eH . 
The normal cloud is the most important and powerful 

tool which is used to describe the language atom, such as 
youth, high salary, which could be described well by 
cloud.  

Definition 7 Expectation xE : In universe X of 
common normalized cloud, the basic variable x which 
has a biggest value is called the expectation of cloud, 
which calibrates the location of cloud object in universe. 
And it means the position of gravity center, which 
indicates the center value of information of relative fuzzy 
concept.  

Entropy nE : the metric of fuzzy level. The size of 
entropy directly decides the range accepted by the fuzzy 
concept in universe. 

Excess Entropy eH : The so-called entropy of entropy 

nE  and it indicates the discrete level of cloud. The size 
of Excess Entropy indirectly indicates the thickness of 
cloud. 

As shown in Fig.1, a basic normal cloud could be 

described fully only by the expectation xE , entropy nE  

and excess entropy eH .  

 

 

Figure 1. The normal cloud model. 

The Generator of Cloud has two types, forward one 
and backward one, as shown in Figure 2. The forward 
generator generates the two-dimension cloud 

),( μxdrop named cloud particle which satisfies the rule 
of normal cloud above based on the three numeric 
characteristics of current normal cloud. The backward 
generator is the cloud particle with a considerable 

number of quantity, ),( μxdrop , which determines the 

three numeric characteristics enx HEE ,, . Regarding the 
particle swarm in grid resource allocation, the particle in 
elite particle swarm could be regarded as cloud particle, 
which generates the relevant numeric characteristics 

enx HEE ,,  by forward cloud and then modifies the 

value of nE  and eH  and generates the same number 
of cloud particle by backward cloud algorithm. Thus the 
elite sub-swarm is generated and the final solution is 
gradually approached.  

 

 

(a) Forward generator of cloud 

 

  (b) Backward generator of cloud 

Figure 2. Generator of cloud. 

When the number field corresponding to the concept is 
one-dimensional, the algorithm of normal cloud generator 
is as follows: 

Algorithm 1: Forward cloud algorithm 

Input: three digital eigenvalues 

enx HEE ,, representing the qualitative concept A~ ;the 
number of cloud droplet N; 

Output: quantitative values of n-cloud droplet 
},...,,{ 21 nxxx as well as the indeterminacy of cloud 

droplets representing concept A~ . 
Steps: 

generate a normal random number
'

nE  with xE  as 

expected value and eH  as standard deviation 

generate a normal random numberx with xE  as 

expected value and the absolute value of  
'

nE  as 
standard deviation 

Set x is a specific quantitative characterization of the 

qualitative concept A~ ,known as cloud droplets; 
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Set y is the indeterminacy of x belonging to the 

qualitative concept A~ },{ yx  completely reflects the 
entire content of the qualitative and quantitative 
conversion. 

Repeat steps 1-6, until n-cloud droplets are generated 

Algorithm 2. Reverse Cloud Algorithm 

Input : n-cloud droplets 
},...,,{ 21 nxxx

 

Output: expectation xE , entropy nE and excess 

entropy eH of the qualitative concept represented by 
n-cloud droplets 

Steps: 
according to xi, calculate the sample 

mean
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C． Immunity clone algorithm  
The immunity clone algorithm simulates the 

multiple-clone mechanism of biological immunity system, 
which not only adopts the variation and cross operation to 
realize the information exchange of antibodies but also 
utilizes the obtained characters of antigen reaction to 
increase the clone diversity during the change process of 
antibodies. The clone operator is based on affinity degree 
function and splits one point into multiple same points, 
which experiences clone variance, clone cross and clone 
selection variance to obtain new antigen swarm [11-15]. 
During the procedure of clone algorithm running, the 
strategy of clone copy to father generation is adopted in 
order to keep the diversity of solution and enlarge the 
searching range of space. And the enlarging of solution 
space is at the cost of time increase.      

The procedure of immunity clone algorithm is  
(1) Initiating. Assume the end conditions of algorithm 

and give the variance probability mp , clone scale cn , 
antigen swarm scale n, antigen swam updating ratio T, 
antigen coding size l. The initial antigen swarm A(0) is 
generated randomly and s antigens in A(0) are selected to 
become the memory unit M and the evolution algebra g 
=0;  

(2) Calculate the compatibility f ( x )； 

(3) Judge the end condition of algorithm. End the 
algorithm if satisfies this condition. Otherwise continue. 

(4) Add 1 to evolution algebra g and carry out the 
generation operation to antigen swam and memory unit.  

(5) Antigen swarm updating. The T memory units 
whose compatibility is stronger and individuals of 
antigen swarm substitute T antigens whose compatibility 

is weaker. Then the new antigen swarm )(' gA  is 
generated. 

(6) Clone. The swarm )(gY  is obtained by carrying 
out the clone operation to father swarm of the gth 
generation.  

(7) Variance. The swarm Z(g) is obtained by carrying 
out the variance operation to swarm )(gY  according to 

probability mp .  
(8) Clone selection operation. The antigen swarm 

A(g+1) of next generation is obtained in swarm Z(g) by 
selecting the individuals whose compatibility is stronger 
based on curtain ratio. 

(9) Local searching of memory unit M(g). The local 
searching is carried out by selecting the individual whose 
compatibility is the strongest in antigen swarm A(g+1) 
which did the clone selection. And the individual whose 
compatibility is weakest is substituted if the maximum 
value of searching feedback is larger than the minimum 
compatibility value in memory swarm. And then the 
memory unit M(g+1) of next generation is obtained by 
carrying out the local searching to M(g).  

D．The description of algorithm procedure 
(1) Init and parameter determination. Suppose that 

swarm max,...,1,0)},(),...,(),({)( 21 == iTxTxTxTX iNiii , in 
which N is the swarm scale. And learning factor is 

21,cc , the hybrid probability is cp , the variance 

probability is mp , inertia weighting factor is 0ω  and 

initial swarm )( 0TX  of N particles are generated 
randomly. 

(2) The temporary swarm )(' iTX  is generated by 

carrying out the operation to current swarm )( iTX  
based on formula (5) and (6). 

(3) Order the particles in swarm )(' iTX  based on the 
adaptation value and generate three 

sub-swarms, )(' iH TX , )(' iM TX and )(' iL TX , whose 
particle number is the same based on adaptation values 
from high to low.  

(a) Carry out operations to sub-swarm )(' iH TX  based 
on formula (4) and (5) continuously. The value of ω  is 
very small so the velocity change is very slow. Then the 
feasible solutions could be searched in smaller local 

range because the particles in sub-swarm )(' iH TX  are 
elite particles and the probability reaching the feasible 
solution is the largest.  
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(b) Copy all the particles in sub-swarm )(' iH TX  to 

sub-swarm )(' iL TX  and regard the particle as cloud 
particle to determine Ex, En and He by backward 
generator. And by obtained Ex and modified value of En 
and He random quantity of cloud particles are generated 
using forward cloud operator. By such operations, the 
operations such as inheritance, variance and intersect 
cross is carried out to improve the characters of ill 
particles.  

(c) The sub-swarm )(' iM TX  could be carried out 
based on immunity clone algorithm.    

(4) If the current optimal individual satisfies the 
convergence conditions the evolution process is ended 
successfully and the results are retuned. If the evolution 
times do no reach the pre-defined maximum evolution 
times, then the procedure goes to step (2).  

V. SIMULATION EXPERIMENT AND ANALYSIS 

A. Experiment environment 
This paper did the simulation experiments for the task 

scheduling algorithm in order to verify the correctness of 
algorithm and evaluate its performance. In experiment, 
we simulate the grid task scheduling in grid computing 
environment which constitutes four station nodes. The 
resource situation of each node is shown in Table 1. 

 

TABLE 1  

SIMULATION ENVIRONMENT 

The 

name of 

node 

Configuration 

of clusters 

The 

quantity of 

clusters 

Manageme

nt software 

site1 64 nodes 8 LSF 6.0 

site 2 128 nodes 4 LSF 6.0 

site 3 128 nodes 2 LSF 6.0 

site 4 256 nodes 2 LSF 6.0 

 

B. The performance comparison of load balance 
The main task of experiment is checking the 

performance of grid load balance of CMPSO algorithm 
and GA algorithm. The main parameters of CMPSO are: 

The size of swarm is 100. The learning factor of self- 

consciousness equals to 1 1 46c .= . The learning factor of 

swarm-consciousness equals to 46.12 =c , 9.00 =ω . The 
evolution algebra is 20. The threshold valueλlocal=2,λ
global=10 and evolution coefficient K=10. The results of 
experiment are shown in Figure 3 and Figure 4. 
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Figure 3. The load statistics of resource before running the CMPSO.  
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Figure 4. The load statistics of resource after running the CMPSO. 

In figure 3, we find that part of grid users could not 
continue to submit tasks because the resource 1 and 
resource 4 have too many tasks so that the load of 
resource is very heavy. But the load of resource 2 and 
resource 3 is too low so the resource does not get utilized 
fully and the grid computing could not show good 
performance. In figure 4, we find that the load of the 
whole resource is more even with the decrease of 
resource 1 and resource 4 and the large increase of load 
of resource 2 and resource 3. 

C. The comparison among three algorithms 
   This test targets to the running efficiency and 

solution accuracy of CMPSO algorithm, conventional 
GA algorithm and classic PSO algorithm. The parameters 
of CMPSO algorithm is the same as that of experiment 1. 
And 50 generations per time are set. The conventional 
GA algorithm [16-18] uses the float coding, 
non-uniformity variation operator and arithmetic cross 
operator. The classical algorithm adopts the parameter 
setting of [17]. CMPSO algorithm, GA algorithm and 
PSO algorithm compare the optimal solution by carrying 
out 300 experiments for the resource 3. 
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Figure 5. The running efficiency of three algorithms. 
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Figure 6. The solution precision of three algorithms. 

In figure 5, we could find that the time of one running 
of CMPSCO is 0.07806s and the running efficiency is 
higher than that of GA (0.12458s) but lower than that of 
PSO（0.04532s）.The reason is the CMPSO carries out the 
classification and immunity clone to the classified 
common sub-swarms and multiple forward cloud and 
backward cloud procedure to the inferior sub-swarms 
during the iterating time. Thus the time efficiency is 
lower than the PSO algorithm. 

But in figure 6, we could find the solution precision is 
the highest and gets 157 optimal solutions in 300 
experiments instead of 145 in GA algorithm and 134 in 
PSO, which has the lest times of precision solution. This 
is because CMPSO carried out the procedure of 
substitution and cloud model to inferior sub-swarms and 
slow local searching to the elite particles and immunity 
clone to the common sub-swarms during the running 
process. So the reliability of solution gets guaranteed.   

VI. CONCLUSION 

The resource management and task scheduling are the 
two key technologies in grid. The proposed particle 
swarm algorithm based on classification not only 
guarantees the optimization allocation of global resource 
but also considers the load balance of resource.  
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