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Abstract—Although several researchers have used statistical 
methods to prove that aspiration followed by the injection of 
95% ethanol left in situ (retention) is an effective treatment 
for ovarian endometriomas, very few discuss the different 
conditions that could generate different recovery rates for 
the patients. Therefore, this study adopts the statistical 
method and decision tree techniques together to analyze the 
postoperative status of ovarian endometriosis patients under 
different conditions. Since our collected data set is small, 
containing only 212 records, we use all of these data as the 
training data. Therefore, instead of using a resultant tree to 
generate rules directly, we use the value of each node as a 
cut point to generate all possible rules from the tree first. 
Then, using t-test, we verify the rules to discover some useful 
description rules after all possible rules from the tree have 
been generated. Experimental results show that our 
approach can find some new interesting knowledge about 
recurrent ovarian endometriomas under different 
conditions.  
 
Index Terms—Data mining, Decision tree, t-test, p-value, 
Ovarian endometriomas 
 

I.  INTRODUCTION 

The use of classification algorithms in the medical 
domains has increasingly been the object of study in 
recent years [1-3]. Although many conventional 
treatments are available in clinical medicine for patients 
suffering from endometriosis, it is a common disease 
among women of reproductive age with a high recurrence 
rate, regardless of the treatment type [4]. In recent years, 
ultrasound-guided aspiration combined with drug therapy 
has become a new alternative for patients since the 
ultrasound-guided aspiration of ovarian endometriomas 
was proposed in 1991 [5]. Therefore, to reduce the high 
recurrence rate, some medical treatments have combined 
ultrasound-guided aspiration with tetracycline [6], 
methotrexate [7], recombinant interleukin-2 [8], or 
ethanol [9-11]. 

In recent years, several researchers and our team have 
used statistical methods to prove that aspiration followed 
by the injection of 95% ethanol left in situ (retention) is 
an effective treatment for ovarian endometriomas [11]. 
They always divide all patients into two groups group 1 
(ethanol irrigation) and group 2 (ethanol retention) 
regardless of other conditions, such as the size of the cyst. 
In endometriomas-like dataset, the analysis of the 
influence of treatment effectiveness use statistical and t-
test cannot integration data mining in related research 
[12-16] such as t-test [12], Logistic regression [15, 17], 
Decision trees [18-20], and SVM [15, 17]. However, 
different conditions could generate different recovery 
rates for the patients, and very few researchers discuss 
this situation. Therefore, our aim is to investigate 
recurrent ovarian endometriomas under different 
conditions. We adopt the statistical method and decision 
tree techniques together to analyze the postoperative 
status of ovarian endometriosis patients.  

The use of machine learning algorithms for the 
building of predictive and descriptive data mining models 
has become widely accepted in medical applications. 
Various models including Decision trees, Decision rules, 
Logistic regression, Artificial neural networks, and SVMs 
have been tested in a wide variety of clinical and medical 
applications [21]. In order to resolve the endometriomas 
problem, we should identify and treat the cause of the 
problem correctly. But such correct diagnosis and 
treatment require the patients to have extensive live, 
womb, uterocervical canal, laparoscopy, and others [22]. 
Computationally, there have been attempts from the 
endometriomas medical domain to analyze various 
treatment factors to predict the success of therapy. 
Previous studies that have utilized t-test for endometrial 
related research have only used this technology to 
determine the effectiveness of treatment [23]. Based on 
the decision-tree analysis, the optimal rule to detect the 
ultrasound characteristics of endometriomas in pre- and 
postmenopausal patients and to develop rules that 
characterize endometriomas [20]. For ovarian tumors 
and pregnancies of unknown location on medical 
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decision making (prediction), mathematical algorithms 
are applied to data sets in order to obtain a model [15, 16]. 
Kinkel [24] et al. demonstrated in a meta-analysis of 
indeterminate masses in sonography the superiority of 
MRT over CT and Doppler sonography in predicting 
malignancy. Fewer models have been hitherto developed, 
even though the reliable identification of borderline and 
ovarian endometriomas would be a good step forward for 
clinical practice. 

The decision tree in classification algorithms has been 
applied to categorical attributes and numeric attributes in 
different domains [25]. Since medical data always 
contain numeric attributes and handling them is a critical 
task in inductive learning, this task has already been 
embedded within the decision tree algorithm. Therefore, 
we adopt the decision tree technique to analyze 
postoperative status of ovarian endometriosis patients in 
this study. The decision tree is built by performing a 
heuristic-based local search to select the best test attribute 
as the root of the decision tree. So, decision tree creates a 
branch for each value of that appearing in the training 
data. Then, the same procedure is operated on each 
branch to induce the remaining levels of the decision tree 
until all examples in a leaf belong to the same class. 
Whereas the tree is represented by a set of rules, each 
branch of the decision tree is only represented by a rule. 
However, since each branch of the decision tree is only 
represented by a rule and the resultant rules of the tree are 
local, some useful description rules cannot be found by 
the tree-generation algorithm. Therefore, instead of using 
a resultant tree to generate classification rules directly, we 
use the value of each node as a cut point to generate all 
possible rules from the tree. We can filter out useless 
rules by using the method of setting minimum recovery 
rates. However, in the study case, our collected data set is 
small, containing only 212 records, and we use all of 
these data as the training data. So because there are 
different conditions in a possible rule that could generate 
different recovery rates for the patients and very few 
researchers discuss this situation, our aim is to investigate 
the recurrent ovarian endometriomas under the different 
conditions in possible rule. Under this mining goal, we 
use t-test to verify rules to discover some useful 
description rules after all possible rules from the tree are 
generated.  

The models were built in collaboration with 
gynecologists, and resulted in accurate predictions. The 
ovarian endometriomas models were based on multi-
center data and have successfully passed prospective 
internal and external evaluations. The models for 
pregnancy of unknown location were based on single 
center data and have passed the first internal evaluation. 
However, a large multi-center study is ongoing, aiming 
for a thorough validation and for the development of new 
models for pregnancies of unknown location. 

II.  MATERIALS AND BACKGROUND KNOWLEDGE 

A.  Patients 
This study was approved by the Institutional Review 

Board of our hospital. It was a retrospective review of 
212 consecutive patients treated at the outpatient 
gynecological department of Chang Gung Memorial 
Hospital, Taipei, Taiwan from July 1994 to July 2008. 
All patients had undergone previous surgical treatment 
for ovarian endometriomas and were being seen because 
of a recurrence. Recurrence was defined as when one or 
more persistent pelvic cysts greater than 3.0 cm were 
detected in two consecutive ultrasonographic 
examinations. Transvaginal ultrasound-guided cyst 
aspiration and ethanol injection were done on an 
outpatient basis. Patients randomly received ethanol 
instillation at 0 min (ethanol injected, then immediately 
removed), 3–9 min, 10 min, or retention. The procedure 
was in accordance with that reported previously [8, 23] . 

The medical records include basic information of 
patients, treatment-related information, and clinical 
examination data obtained from the first visit and three-
month, six-month to one year follows-up. The medical 
data set has 57 attributes, such as age, number of previous 
pregnancies, degree of menstrual cycle pains, urge 
technology to help the patient get pregnant, size of the 
cyst, CA125 blood test value, types of surgery, ethanol 
irrigation duration. Usually this raw data contained lots of 
null values (missing information), which might have 
affected the accuracy of the study. In clinical practice 
data collection is difficult because the value of attention 
to patient privacy; so data and collection methods are 
limited. We required a preprocessing procedure to 
prepare the valid data for the analysis.  

B.  Decision Trees 
A decision tree is built by selecting the best test 

attribute as the root of the decision tree. Then, the same 
procedure is operated on each branch to induce the 
remaining levels of the decision tree until all examples in 
a leaf belong to the same class. Decision trees can be 
categorized by data processing functions into 
classification trees and regression trees. The common 
decision tree algorithms are compared in Table I. A 
classification tree is applied to discrete variables, while a 
regression tree is applied to quantitative variables. The 
regression tree was first brought up by Breiman [26] in 
the introduction of Classification and Regression Trees 

TABLE I.   
COMPARISON OF DECISION TREE ALGORITHMS 

Name Data 
attribute 

tree type 
Partitioning 

rule 
Pruning rule

ID3 Discrete Classification tree 
Information 
Gain 

No Pruning 

C4.5 Numeric Regression tree 
Information 
Gain 

Predicted 
error rate 

CHAID Class Classification tree 
Chi-Square 
test 

No Pruning 

CART
Discrete and
Numeric 

Classification and 
regression tree 

Gini index 
Entire error 
rate 
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Figure 1.  The resultant decision tree. 

(CART). Usually, in CART analysis, data is categorized 
into quantitative and discrete data. Quantitative data can 
be applied to prediction, while discrete data can be 
applied to classification. In other words, CART analysis 
is able to simultaneously process both quantitative and 
discrete data. In the article, we use CART trees in the 
software of DB2 Intelligent Miner for Data, version 8.1 
(IBM Corp., New York), to analyze the collected data to 
generate the resultant tree. 

Ⅲ.  MINING USING DECISION TREE AND RESULTS 

In the article, we use the CART function in IBM DB2 
Intelligent Miner for Data, version 8.1, to analyze the 
collected data to generate the resultant tree. The first step 
in reducing the dimensionality is to use PCA algorithm 
by using the dataset, and decision tree is used for the 
second feature and rule extraction. After that in each 
iteration of the loop (step 1) confirmation attributes is 
selected into the output set (step 3). The selected 
classification attributes included Cyst_size, CA_125, and 
BMI. Although the data set has many attributes, as shown 
in figure 1, only four attributes are selected by the system 
to build the decision tree. These four attributes are 
Cyst_size, CA_125, BMI, and Recovery (Recovery 
means no operation within six months and pregnant 
within six months or cyst size less than 3 cm in the sixth 
month). Therefore, when the patient has recovered, the 
value of this attribute is set to 1; otherwise, it is set to 0. 
Moreover, Cyst_size, CA_125, and BMI are the size of 
cyst, blood test value, and body mass index before 
operation, respectively. The resultant rules generated 
from  the decision tree are shown as follows: 

(1) If Cyst_size ≥ 4.25 Then Recovery = 0 (recovery 
rate =32%) 

(2) If Cyst_size < 4.25 and CA_125 ≥ 146.81Then 
Recovery = 0 (recovery rate =0%) 

(3) If Cyst_size < 4.25 and CA_125 < 146.81and 
BMI < 22.7516 Then Recovery = 1 (recovery rate 
=80.77%) 

(4) If Cyst_size < 4.25 and CA_125 < 146.81and 
BMI ≥ 22.7516 Then Recovery = 0 (recovery rate =25%) 
 

The CART is a binary tree, as shown in figure 1, there 
is a significant difference between two branches of a node 
when the pruning process is performed automatically by 
the mining tool. Therefore, we can interpret the 
corresponding rules from the tree directly. However, to 

strengthen our conclusion, we still divided all the patients 
are into two different groups according to the 
corresponding rules obtained from the tree. The 
significance level is 0.05. The recovery rate of these 212 
patients is 43.4%. 

As shown by test 1 in Table II, according to the rule 
“Cyst_size ≥ 4.25 ==> Recovery = 0” all patients are 
divided into two groups by the cut point of the Cyst_size 
attribute. Group 1 contains patients whose cyst size is less 
than 4.25, while cyst size of patients in group 2 are not 
less than 4.25. From test 1 in the table, we conclude that 
when all patients are divided into two groups: group 1 
(Cyst_size <4.25) and group 2 (Cyst_size ≥ 4.25). The 
recovery rate of group 1 (43/59, 72.88%) is significantly 
(p = 1.47E-08) greater than that of group 2 (49/153, 32%). 
In other words, the recovery rate (or recurrence rate) is 
affected by the cyst size regardless of the treatment type. 
Moreover, from test 2 and 3 in Table Ⅱ, we also 
conclude that the recovery rate of group 1 is significantly 
better than that of group 2. 

Since each branch of the decision tree is only 
represented by a rule, and the resultant rules of the tree 
are local [27], some useful description rules cannot be 
found by the tree-generation algorithm. For example, the 
rule “Cyst_size < 4.25 and CA_125 ≥ 146.81 ==> 
Recovery = 0” should be ignored in the discussion 
because only three of the patients are related to this rule 
and the over-fit problem. Consequently, the question is 
“for those patients whose Cyst_size < 4.25, whether the 
BMI value will affect the recovery rate.” Since our data 
size is very small and there are only three cut points in 
this example, to overcome the above problems, we could 
use these three cut points to generate all possible rules 
from the tree. We discuss this phenomenon in the 

TABLE II.   
COMPARISON OF DECISION TREE ALGORITHMS 

test Group 1 Group 2 
Group 1 

Recovery-rate
(y/total, rate)

Group 2 
Recovery-rate 
(y/total, rate) 

p-value 

1 Cyst_size <4.25 Cyst_size൒4.25 
43/59. 

 72.88% 
49/153,  

32% 
1.47E-08

2 Cyst_size <4.25 and CA_125 <146.81 Cyst_size <4.25 and CA_125 ൒146.81 
41/53,  

77.36% 
0/3,   
0% 

0.001354

3 
Cyst_size <4.25 and CA_125 <146.81 and 
BMI< 22.7516 

Cyst_size <4.25 and CA_125 <146.81 and 
BMI൒22.7516 

36/43, 
83.72% 

1/4,  
25% 

0.002647
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following section. 

Ⅳ.  INTERPRETING MINING RESULTS REGARDLESS TO 

TREATMENT TYPE 

From the tree in figure 1, we obtain the cut points of 
Cyst_size, CA_125, and BMI numeric attributes as 4.25, 
146.81, and 22.752, respectively. We can use these three 
values to generate all possible rules from the tree. 
Because the data set only contains 212 records, it is small. 
So, we used all of these data, as in training data. However, 
there are different conditions for generating all possible 
rules that could generate different recovery rates for the 
patients. Therefore, using single rule information, we 
cannot filter useful rules from all possible rules. And the 
study case aim is to investigate recurrent ovarian 
endometriomas under different conditions in a possible 
rule. For these reasons, we use t-test to verify rules to 
discover some useful description rules after all possible 
rules from the tree are generated. Then, we use t-test to 
verify all possible rules obtained from the decision tree to 
discover useful knowledge. Moreover, since the values of 
BMI and CA_125 may be missing, the number of patients 
of BMI or CA_125 attribute is not equal to 212.  

A.  Effect of CA_125 Value  
The rule “Cyst_size < 4.25 and CA_125 ≥ 146.81 ==> 

Recovery = 0” should be ignored in the discussion 
because of the over-fit problem. However, there are 13 
patients whose CA_125 value is greater than 146.81 in 
the whole training data. Therefore, we should check 
whether this CA_125 value presents some interesting 
descriptions about the recovery rate.  

In this section, all patients are divided into two groups 

according to three different conditions, as shown in Table 
III. As shown by test 1 in Table III, all patients are 
divided into two groups according to the cut point of the 
CA_125 attribute. Group 1 contains patients whose 
CA_125 values are less than 146.81, while CA_125 
values of patients in group 2 are not less than 146.81. 
From test 1 in the table, we conclude that when all 
patients are divided into two groups, the recovery rate of 
group 1 (89/189, 47.09%) and group 2 (1/13, 7.69%) is 
significantly different (p = 0.002769). From tests 2 and 3, 
we conclude that when a patient’s CA_125൒146.81, there 
is no significant difference between the recovery rates of 
the two groups. In other words, when CA_125 ൒  146.81, 
the recovery rate (or recurrence rate) will mainly be 
affected by this CA_125 value regardless of the cyst size 
and BMI value. That is, the recovery rate of that patient 
would be very low regardless of treatment type. These 
new useful descriptions cannot be discovered by the tree-
generation algorithm directly. Actually, when a patient’s 
CA_125 ≥ 146.81, the patient must have other diseases; 
otherwise, the value would not be greater than or equal to 
146.81. 

B. Effect of Cyst_size and BMI Values 
As indicated in the above section, when CA_125 ≥ 

146.81, the recovery rate (or recurrence rate) will mainly 
be affected by this CA_125 value regardless of the Cyst-
_size and BMI values. Therefore, we do not consider this 
attribute in the following discussion. According the cut 
points of the Cyst_size and BMI attributes, as shown in 
Table Ⅳ, all patients can be divided into two groups 
according to four different conditions. From Table Ⅳ, we 
conclude that the recovery rate (or recurrence rate) will 
mainly be affected by the cyst size.  

TABLE III.   
T-TEST RESULTS FOR CA_125 

test Group 1 Group 2 
Group 1 

Recovery-rate 
(y/total, rate) 

Group 2 
Recovery-rate 
(y/total, rate) 

p-value 

1 CA_125<146.81 CA_125൒146.81 
89/189, 
 47.09% 

1/13,  
7.69% 

0.002769

2 CA_125൒146.81 and Cyst_size<4.25 CA_125൒146.81 and Cyst_size൒4.25
0/3, 
 0% 

1/10,  
10% 

0.302958

3 CA_125൒146.81 and BMI< 22.7516 CA_125൒146.81 and BMI൒22.7516 
1/8, 

 12.50% 
0/4,  
0% 

0.252925

TABLE IV.   
RECOVERY RATES OF GROUPS 

test Group 1 Group 2 
Group 1 

Recovery-rate 
(y/total, rate) 

Group 2 
Recovery-rate 
(y/total, rate) 

p-value 

1 Cyst_size <4.25 Cyst_size൒4.25 
43/59.  

72.88% 
49/153, 

32% 
1.47E-08 

2 BMI< 22.7516 BMI൒22.7516 
75/155,  
48.39% 

9/26, 
34.62% 

0.097306 

3 Cyst_size <4.25 and BMI< 22.7516 Cyst_size <4.25 and BMI൒22.7516 
37/47,  

78.72% 
1/5, 
20% 

0.002115 

4 Cyst_size ൒4.25 and BMI< 22.7516 Cyst_size൒4.25 and BMI൒22.7516 
38/108. 
 35.19% 

8/21, 
38.1% 

0.400407 
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From test 2 in Table II, we conclude that, for patients 
whose cyst size is less than 4.25 and CA_125 is not less 
than 146.81, the BMI value, 22.7516, will significantly 
affect the recovery rate. However, we already know that 
when a patient’s CA_125 is greater than 146.81, the 
recovery rate of the patient is very low. Therefore, the 
question in mind is that how about for those patients 
whose cyst size is less than 4.25. Will the value of BMI 
significantly affect the recovery rate of patients regardless 
of the CA_125 value? From test 3 in Table Ⅳ, we 
conclude that the recovery rates of group 1 (43/59, 
72.88%) and group 2 (1/5, 20%) are significantly 
different (p = 0.002115). In other words, we can say that 
when the cyst size is less than 4.25, the BMI value will 
affect the recovery rate. We get a new useful description 
that cannot be discovered by the tree-generation 
algorithm directly. This new description can be 
interpreted as follows: “For those patients whose cyst size 
is less than 4.25, when the patient’s BMI value is less 
than 22.7516, the recovery rate is 78.72%; otherwise, the 
recovery rate is 20% only. That is, for those patients 
whose cyst size is less than 4.25, when the BMI value is 
not less than 22.7516, the value of BMI will significantly 
affect the recovery rate.” 

C. Interpreting Mining Results with Ethanol Instillation  
As pointed out by Noma and Yoshida [9], ethanol 

instillation into the cyst cavity for more than 10 min was 
most effective at reducing the recurrence rate. Therefore, 
another goal is to verify whether aspiration followed by 
the injection of 95% ethanol left in situ is an effective 
treatment for ovarian endometriomas under different 
conditions. Therefore, in the data preprocessing step, we 
classify the values of ethanol irrigation duration into two 
types: less than 10 min and retention. Therefore, for each 
condition, all patients are divided into two groups (group 
1: ethanol irrigation; group 2: ethanol retention) by the 
resultant cut points. The values of t-test for the above 
conditions are shown in Table V. From the table, we give 
the following conclusions: 

(1) When CA_125 > 146.81, recurrence rate is very 
high regardless of treatment type. 

(2) When Cyst_size ≥ 4.25, the recovery rate of group 
1 (11/49, 22.45%) and group 2 (38/104, 36.54%) is 
significantly different (p = 0.041180).  

(3) Except the above two conditions, although the 
recovery rate of group 2 is better than that of group 1, 
there is no significant difference between these two 
groups. 

Ⅴ.  DISCUSSION AND CONCLUSION 

Endometriosis is a complex disease with several 
attributes. Each of the attributes, such as the stage of the 
disease, symptoms of the disease, serum level of CA-125, 
can affect the making of treatment decisions and the 
results of the treatment.  

This study integrates the statistical method and 
decision tree techniques to analyze the postoperative 
status of ovarian endometriosis patients. Experimental 
results show that some new interesting knowledge can be 

found by our approach. However, our method works only 
for a simple tree. To deal with more complex decision 
trees, we want to integrate other data mining the 
approaches to analyze postoperative status of ovarian 
endometriosis patients in the future. We hope to find 
more precise description knowledge about the recovery 
rates of the patients under different conditions. 
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