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Abstract—A resource management methodology for which packages the guest OS and other sharewaras as
collaborative computing systems over multiple virtal  virtual appliance in order to save the time of vt
machines (CCSMVM) is presented to increase the machine creation. In this mode, the virtual machinee
performance of computing systems by improving the cloned and their parameters are changed beforesthely
resource utilization, which has constructed a scalde  to run [3].The deployment of a virtual machine deds
computing environment for resource on-demand us to determine the resources required firstly, ctvhi
utilization. We have designed a resource management means that the problem of resource management over
framework and a prototype to improve resource multiple virtual machines is the core problem tosbéred
utilization rate, reduce computing systems overheal presently [4-5].In data center, users see a unifigdal

and maintain workloads balancing, whose key computing resources pool, rather than a lot of essrv
technologies include resource planning, resource isolated from each other, and virtual computingueses
allocation, resource adjustment and resource releas pool manages the CPU, memory, storage and network
The experiments have verified the feasibility of ou  resources. Virtual machines can be migrated freely
prototype and the results of system evaluations stwo  [6].Users could adjust the resources allocatedirtimal

that the time of resource allocation and resource machine timely, rather than close servers and dphen
release is proportional to the quantity of virtual installation devices again to restart the systefitse
machines, but not the time of the virtual machines management program can dynamically adjust the
migrations. Our study on resource management resources flexibly based on current resourcessstaside
methodology has some significance to the optimizati  a virtual machine through API [7] .Resource managem

of the performance in virtual computing systems. constitutes of resource abstract, resource planning
Index Terms—Virtual machine; Virtualization; resource allocation, resource monitoring, load
Collaborative computing; Resource management; management, resource deployment, resource recpdle a
Resource utilization so on [8-15]. The research hotspots of resource
management in virtualized platform are virtual nmaeb
I. INTRODUCTION monitoring and management, virtual machines migreti

. . - . and distributed resources scheduling technolodiés2p].
Package and isolation characteristics provided by Collaborative computing is aghotspot ?(J)picmand

V|rtu|al|zt§1t|on tr(]achtnolpg); tmakfe the thplatforrrés lt.hatcollaborative computing system over multiple vittua
applica |onst V\?S ||soae rpmt d('e tun .;Ly'ngmachines (CCSMVM) would enable the applications
environments. We no longer require to adjust appbos ;0 e computers’ architectures in a higher lleve
frequen.tly based on the'changlng conditions inuairt oo ise the virtualization would increase the peak
computing systems, and just need 10 construct was performances of computing systems by improvingrthei

distributed to different types of platforms packdday esource utilization rate[23-29]. CCSMVM completes

the .V|rt.ual|za}t|on, as a resu_lt, the deploymgnt 0f:)arallel processing with nondestructive performaimca
applications is to deploy a virtual machine with an

operation system and applications to a physicalhi virtualized platform by using a flexible architemuwith
[1-2]. Virtual machines, the logic files in virtizéd data the self-adaptability and transparency [30-32]

center which package corresponding VCPU and memorénanagement methodology has also become a core

isolated b i T roblem of CCSMVM. Present resource management
resources, are isolated by a management progragl. 1, jsies of virtual machines tended to be artificia
executing of an application and the creating of/atual

machine can b bined by thi I configuration, which can not satisfy the resource
an be combined by this managemen prOgraﬁ%quirements from a lot of tasks. Artificial resoer
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configuration rather than automated configuraticould II. RESOURCE MANAGEMENT FRAMEWORK

lead to a higher management costs and a greater

workloads. It is becoming the bottleneck to improve We present a resource management framework and
resource utilization rate. Meanwhile, opaque virtua describe its key supporting technologies in thidise.
machines migrations policies would make it diffictd A Resource management framework

adjust the resources in tasks running. In the molut
oriented the requirements of collaborative commytin
virtual machines should be deployed automaticafig a arts: cluster laver. server laver. client laved arser
the resources should be scheduled automaticallgedda parts. yer, yer, Y

i ; layer. Our resource management framework bas€ysn
on this requirement, we take the resource manageme Y 9

methodology in CCSMVM as the focus in this paper. A ructure and takeXen hypervisoras the underlying

- Virtualized platform. User requirements, user aggilons
resource management methodology for resource pignni patio q .
: . codes and running results of tasks are submittexdieat
resource allocation, resource adjustment and resour

layer. Resource configuration and resource scheglalie
release has been proposed. We developed a prototy; . 7 .
. . ocated in server layer, and resource monitoring is
system to implement those technologies and made som) . . :
) ; implemented in cluster. We introduce their modudes
system evaluations to verify our work.

A resource management framework oriented
CCSMVM, presented in Fig.1, mainly constitutes of four

follows:
user | User requirements | [User applications codes| | Running results |
[ I A
! !
\ \
. v v v !
client | browser | [ XMLRPCclient | | MOMclient | | Otherclient | ..
A A A A
v v . v
| WebServer | [ XMLRPCServet | | MOM | [ Other Interface for Client | oo«
server 5 D D 5
\ Resource Management Engine ] ResourceDB ]
A
v v
[Daemon | [Thread| ..., |[Thread] ... [ Daemon | [Thread | ... .
APl Middleware Middleware API Middleware Middleware
cluster | VMC VM1 VM2 oo VMC VM1 VM2 e
\ VMM I VMM |
| PhysicsMachinel I PhysicsMachine2 o
\ Virtual Cluster |

Fig.1 Resource management framework

1) VM constitutes ofVM-0 and VM-U. VM-0, the resources’ information and implement resource ation
privileged virtual machine, monitors the resouritehost, and adjustment policies ohaemons
and VM-U, the virtual machine created by callidgen 6) ResourceDB, a resource management database,
API in the daemon 0¥M-0 according to requests from stores the static and dynamic configuration data fo
resource scheduling enginexecutes tasks exclusively.  virtual machines and the physical machines in slited

2) Middleware in virtual machine provides a stable platform.
environment for the applications and manages the 7) Serverinterface, the tools of servers such as

applications in virtual machines. WebServer, XML-RPC Server, and Middleware oriented
3) API, an interface thaKen hypervisomprovides to message server (MOMserver)etc., provides the
applications, manages the virtual machines in host. interfaces to connect the server and the client.
4) Daemon, a monitoring program running MM-0, 8) Clientinterface, the tools of clients such as

collects the static and dynamic information onuatized browsefXMLRPCClient, Middleware oriented message
platform by calling Xen AP] and then monitors client(MOMclient)etc., provides the interfaces to
resources’ status of virtual machines. The resaudtata transmit the requests from users in client R&E in
are submitted to server layer, and then they arserver ,such asuser applications codesand user
dynamically adjusted byesource scheduling engine requirementsand thenRSEsubmits therunning results
based on the requests from server layer. to users.

5) Resource scheduling engine (RSE) completes In above modulesRSE as the core module of the
resource virtualization and processes resourca®source management framework, provides a
requirements from user layer, and then determihes t methodology for resource configuration and a imtesf
policies for resource allocation and resource dnjast. for resource reservation to manage the resouresb s
It connects thelaemos in cluster layer, which collect the virtual machines. Meanwhild&RSEalso makes polices of

data acquisition and data feedback to users, ®the
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key to implement resource virtualization and reseur If an application closely depends on the functions
management iICCSMVM provided by an operation system, such as memory
allocation, device drivers, service processes gmaimic
link libraries, it may have the poor adaptability their
(1) Virtual appliance technology environment. The virtualization of applications vsry

Our resource management framework requires us tieecessary because the dependences between apptcati
create a virtual machine within the limited timetsBy,  and underlying systems are abstracted, and thelingup
the privileged virtual machingM-0 in host is suggested relationships between applications and operatictesys
to maintain some virtual appliances. A virtual agpte are removed. The virtualization of applications vides
is a storage entity including a file or severaddilstoring us a run-time environment in virtualized platformor f
the configuration of virtual machines, such as disks, applications .When we start an application, itscexable
the memories and the CPUs’ status. Virtual appéa@as files are migrated to virtualized environment fr&?SE
an image containing the minimum virtual machineggiu and then, they would run directly during some easy
OS middleware and their supporting modules, are preeonfigurations. After an application runs over, dsde
installed and pre-configured. The steps of creaiing would be deleted timely. In general, the applicatiare
virtual appliance include the creation of a virto@dchine, deployed to virtual machines in the form of a sigao
the installation of guesdSand the middleware. The path the network broadband ar@oSare necessary to ensure
of virtual appliances should be managedR§Ewhich  the real-time, availability and the ease of use in
loads and actives the virtual appliances to startvirtual  applications migration.
machines, and then completes resource configuration
through users’ configuration parameters. And finathe . THE KEY TECHNOLOGIES OF VIRTUALIZED
applications are transmitted to virtual machines. RESOURCE MANAGEMENT

(2) Xen API

Xen APIis the focus of key supporting technologies. We first define the basic concepts, and then distius
Xen AP built atopXML-RPG is used by the userspace implementation of key technologies in this section.
components oXen The xend daemon o¥iM-0 listens ;
for XML-RPC connections and then performs a numbeFA" The ba§|c conceptsl
of administrative functions. Th&en APl is used to The implementation —of resource management
provide a bridge between the low-level daemons anf@mework requires us to create an environment with
userspace applications. Most Xen management furtio "ésource on—demand _ut|I|zat|on. Resource virtutibra
are performed by the xend daemon. This parses tfté the premise to implement resource management,
requests from userspace tools and communicatestheith transforms the physical resources to logic resaufoe
VM-0 kernel to perform management functions. The XerféSource on-dgmand ut|I|za.t|on.. ylrtyallzed resesrcan
daemon provides an interface inbetween the reshef P€ reused to improve their utilization rate anddtea
userspace tools and the kernel interfaces. It nigam at COmMplete more tasks in unittime.
first glance that xend could be implemented eniiil Definition ~ 1(Resource virtualization Resource
kernel space. It would certainly not be difficudtéxpose Medules located at the low layer provides an iateef
a “perform hypercall” system call, or allow userspa called virtual resource interface to top resouranjnigs
applications to access the Xen device directly. see and the expecting environment of top resource nelis
why this is not the case, it is necessary to seat wénd consistent with original systems. Resourcg virazion
does beyond simply issuinghypercalls Not all makes top resource users use the wrtual resource
management functions require direct interactiorh wite interface and the tasks run in a.V|rt.uaI _enwron’mé’he
hypervisor. Some, such as starting various virtlraler key problem of resource v_|rtual|zat|on is to trarsthe
back ends, happen entirely in userspace, or withall physical resources into logic resources based souree
amount of hypervisor interaction to establish stiare USers. We should complete the transformation from
memory regions via the grant tables. If xend wageyp physical view of resources to logic view of res@scLet

kernel-based, it would be very difficult for it merform  the set of physical resources BRS=(PR,PR...PR)
many of these functions. and the set of logic resources BYS=(P\{,PV.,...P\}),

then, we call the mappinPRS-PVS as resource
virtualization ,which can be shown in formula (1).

B.Key supporting technologies

(3) Thevirtualization of applications

PRS- PVS{ YPR. PV PN PV PR P (1)

Where, Y; in formula (1) means the combination of waiting time and a higher resource satisfactiort. the
elements. set of resources requirements from collaborative
Definition2 (Resource On-demand utilizatibpn In ~ computing tasks b&CRS={VCR, VCR...VCR}, then
multiple virtual machines, effective resource aliton  €ach resource requirement would include a demand fo

can satisfy the requirements so as to increase thbe size of resource’s granularity. If ea¢@Ri€ VCRS
computing capability of limited resources with atér can find out adifferent PVI€PVSfrom others in virtual

resource utilization rate, a shorter resource a&@eera
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computing resources pool, the expression satisfyinginimumdifferencethatPV, matches/CR is as follows:

min difference= Zi":O Granularity PVj— Granularity VGR 2)
stOVCRO VCR&IO PWI PVS Granularfty BY  Granulafity VERO

We call the matching status satisfying formulad®) Step6: Based on the dependences from users and
resource on-demand utilization. collaborative computing tasks, the creation opputies
B.The implementation of key technologies of virtual mgchlnes are Qeterm|ned.

' Step7: Virtual machines start, and the resources

The key technologies of resource management ifhcluded in PVS are allocated. Then, the virtual

CCSMVMare resource planning, resource deploymentappliances are loaded and active, and the exeeutitds
resource allocation, resource adjustment and resourfor this application are migrated and deployed.
release.RSE completes such four works according to Step8: Daemons inVM-0 monitor the resources used
users’ applications .The flow chart of resourcdiaation by these virtual machines, and resource reconfiguris
is shown in Fig.2 and its steps are as follows: performed to adjust the granularities of logic reses
based on the change of resources.

Step9: When tasks complete, the virtual machines are

| Input data and files from clien}t
[

[User req"uiremem# [User app”gations codds destroyed and the resources aIIocgted are released.
‘ v ‘ We analyze these steps in detail as follows:
| Determination of VCRS | (1)Resource planning
| Determmation of VMs | Resource requirements should be determined based
on the workloads of tasks. The quantities of virtua
| Determination of PMs | machines and physical machines should be determined
| Determin:tion of PVS |« before we distribute the executables files. We rdeitee

v v the virtual machines required to create based eir th

threads description of tasks. The determination of
physical machines refers to the scheduling of airtu

machines to physical machineXen hypervisor is

N : N __L responsible for the scheduling of virtual machines
Whether PVS can safisfy—— waiting . .
”‘j deployed in host. The steps of resource planniegaar

——/Initialization of Feature model follows: ) ) )
Stepl: The mapping from tasks to virtual machines.

The mapping from threads of tasks to virtual maekin

___m“_ﬁ Y solves the problem of decomposing the tasks and
N T deploying their subtasks into virtual machines exgad or

| Reconfiguration of PV$

| Determination of time when form VMs|

N parallel computing.
Step2: The deployment of virtual machines to
Y physical machines. Based on the quantity of physica
create a VM | machines in cluster, the virtual machines deploytnen
| Monitor resources and adjustment«—— physical machines should keep the workload balancin

Step3: The determination of the creating
- opportunities of virtual machines. Before the tastest,
Fig.2 The resource management process  the time preparing subtasks are bonded to deterthime
. creating time of virtual machines.
Stepl: Based onuser requirements VCRS are Because the overheads of resource planning inavirtu
determined. . . . computing systems are greater than that in non-
Step2: The tasks are mapped into virtual machines angjrtyalized system, we should determine the time of
Step3: PVSare found out to matckiCRSto achieve machines are created too early, the resources woeild
resource on-demand utilization. _ wasted. But if too late, resources can not sattbfy
Stepd: For any pv € PVS if pv=null, the virtual requirements of applications. The subtasks in non-
computing resources pool will be reconfigured adi@y  co|jaborative computing tasks have no strict depend,
to its correspondinyCR But if pv<>null, the flow will 5o the creating opportunities of virtual machines a
gotostep6 ] determined directly based on requirements from
StepS: If pv=null, the system reminds users thatresources users, but the creating opportunitiegirafal
enough resources can not be obtained from virtualachines with latter subtasks should be determimed
computing resources pool and the user needs to Bialit  the progresses of frontier subtasks because af shrégt
if pv<>null, the flow will gotostep6 dependences among virtual machines. In this mdue, t
subtasks should acceRSEto compute the progresses of
frontier subtasks.

\ Destroy VM and free resource |
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(2)Resource allocation Stepl: Terminate the applications executing in virtual
Based on the requirements of applicatiof®SE machines and release the resources that the appiea
modules send out requests to daemons by callemgAPI, occupied.
and thenVM-0 allocates the resources to create virtual Step2: Close the executing environment of
machines required. The creation of virtual machinespplications.

refers to the allocation of resources. We shouid fout Step3: Close the virtual appliances, such as guest OS,
the set of logic resourc&®d/SmatchingvVCRSfirstly, and  libraries, middleware and other software.
then construct the virtual machinkg using resources in Stepd: Release CPUs, memories and /O devices
PVS The steps of resource allocation are as follows: occupied by virtual machines.
Stepl: Find out the set of physical resourqas that Step5: Logic resources and their physical resources
pv maps to. are set to untreated stateResourceDB
Step2: Create and allocate VCPUs, determine the
memories required, and allocate the 1/0 devices. IV. PROTOTYPE IMPLEMENTATION AND SYSTEM
Step3:' Initial th'e virtual apphance' with operanon EVALUATIONS
system, library, middleware and runtime environment
and then adjust the parameters of virtual appliance Based on the theory proposed, we developed a
Step4: Distribute the executable files and data files,prototype system for resource management in CCSMVM,
and set the path of these applications. which constitutes of three modulegsource scheduling
Step5: Initial the parameters of applications in virtual engine in serverdaemon of VM-0 in hosind resource
machines and start these applications. management system in cliefithe prototype system has
(3) Resource adjustment implementedXen APIcalling in java language. In general,

After virtual machines run, we adjust their resesrc daemon of VM-0 in hostis responsible for the
based on the results of resources monitoring. As thcommunication with Xen API Resource scheduling
resources requirements are not accurately assdmsed engine in serveris responsible for collecting the
tasks created early, the system is required to tmamg  resources fromdaemon of VM-0in host and then
the resource utilization of CPUs, memories, disksl a implementing resource virtualization which makes
network devices, and then determines whether theesources searching and resource utilization more
resources granularities allocated originally mattie convenientResource management system in cligrith
resources granularities used or not. Resource tatgimé  which collaborative computing tasks are submittid,
refers to the making of virtual machines migrationsused by users directly to change the resourceslissta
policies based on resources monitoring results. #thed, an easy operation. We implement such three modules
virtual machines migrations are completed by cglen  XML-RPCwhich provides a good idea for the integration
API. The steps of resource adjustment are as follows: of modules installed in different locations witheth

Stepl: Obtain the actual CPU utilization that the tasksuniform XML and platform-independent language. In
require; such three modules, we have considered the siryplici

Step2: Obtain the actual memory sizes that the tasksorrectness, consistency and integrity. We stresshe
require; simplicity in the first place because it is the mos

Step3: Obtain the actual device utilization such asimportant matter in design steps. Secondly, desigps
network and disk that the tasks require; must be correct and observed because the import#nce

Step4: Determine actual granularities that virtual the correctness is after of simplicity. We assine the
machines required according to above resourceatiitin, design steps are consistent with each other and the
and then determine the granularities of CPUs, miwor integrity covers all caseXML-RPC can satisfy above
disks and network devices. four demands, and our light-weight server developitd

Step5: Determine whether the virtual machine hostedorg.apache.xmirpcin java language would waste the
in a physical machine should be dynamically migtate  resources as less as possible.
the virtual machines should run in other physical . .

. ) . A. Prototype implementation
machines, then we should carry out virtual machines )
migrations and refresh the relationships of elesent The structure of prototype system with resource
PVS used. If not, we should update related parameteManagement methodology is shown in Fig.3 including
such as CPUs, memories, 1/O devices for theseatirtu Parts as follows:

machines, and then, adjust the relationships bettoegc (1) Resource scheduling engine in server runs a
(4) Resource release implemented a XML-RPC server. The function

When the tasks have been completB&Etells the registerHandlersin LightweightXmIRpcServeregisters
daemons to delete the files of these tasks, anhefur three classeSchedulerDBoperationandMessageNotice
destroy virtual machines to release computing nessu [0 this server addandles Scheduleris responsible for
by calling Xen APl And then, the resources allocated Monitoring the requests of tasks from client by aging

return to virtual computing resources pool. Thepstef ~TaskDBand the tasks’ request are submitted to class
resource release are as follows: TaskComposite to treat with sendTaskOperation

DetermineVMsin TaskComposites taken to determine
and deploy the virtual machinB®eterminePMsis taken

© 2011 ACADEMY PUBLISHER



JOURNAL OF SOFTWARE, VOL. 6, NO. 11, NOVEMBER 2011 2287

to determine and deploy physical machinesfrom daemon of VM-@nd esource management system
triggerResourceModulés taken to allocate the resources;in client. ClassMessageNoticés to receive the requests
monitoringResourcé taken to monitor the resources andfrom resource management system in cliemthose
adjust the resources in time. TheeResourcés taken to  setDBUTrl is to set the location of databaResourceDB
release the resources. Cld3Boperation used to read and testCommunications to test the state afkesource
and write the databastesourceDBreceives the requests scheduling engine

Resource Schedule Engine in Server Daemon of VM- 0 in host
sendTaskOperation TaskComposite Vg ﬁngJgh&mﬁp? VM >
descompositeThread XmlIRpc Client TN — _Severt _ /) st > XmIRpcCall
running call_returnSet | host_cpu> callfreturnSf:t
Iptempgask call_returnObject f---- registerHandlers Ca"_lfletmnO'iJeC‘
> monitoringResource call execute call_execute
W DetermineVMs B
< DeterminePs
DE Operation triggerResourceModule Ly
[ Read/write | freeResource .
<D R — XmIRpcClient <]
(ReSoweeDE ] | - MW~ ) = crumser
@ = —Sena . — -1 call_returnObject e
| DEUT | registe?lilnan Jlore | —-1__call_execute C _ PeriodRun = =+
testCommunication | run
IMessageNotice
IDE Operation ¢ < XmlRpcClientforServer Resource XmIRpcClientforDaemon
——————— Management bomemnenes call < IPBD >
getProxy System in Client getProxy —, < IVM >
< _Thost >
m
systemManagement taskManagement VMManagment hostManagment
i SRR
8 Database <__ > Servicethread class <> Functionclass [ | Method « """’  Outer module

---» Accessthedataset ~—> Call the method inside class ~ ---»  Send message

Fig.2 The workflow of resource management system

(2) Daemon of VM-0 in host runs two service- IMessageNoticeand ISchedulerfrom daemon of VM-0
threads: LightweightXmIRpcServer and PeriodRun  And the interfaces for above fourteen resourceadision
LightweightXmIRpcServeis a XML-RPC server whose interfaces such a&M ect. can be divided into 8 aspects
function registerHandlers registers classe$cheduler  shown in Fig.3.

MessageNoticand other 14 classes such as \&it. to Resource management methodology over multiple
implement the core servicesScheduleris taken to virtual machines developed in this paper not onhs h
complete the resources’ requests fromesource automated resource adjustment ability, but alsothas
scheduling engineand resource management system inability of changing the resources state by artfici
client, implemented by callingaskRefreshResource operation in client, so it is more comprehensive in
MessageNoticels taken to receive the requests fromfunctions compared with related work. We create a
resource management system in clientvhose environment for CCSMVM, in which, ten hosts areeiak
setCenterUrlis to set the location a&source scheduling to as the computing nodes and anther host is us#tka
engine and testCommunicatioris to test the state of management node. Furthermore, we use a PC machine i
daemon of VM-0 Fourteen classes for resourceremote place as the user client. We instah3.4as the
disposition achieve the key classesxehAP| PeriodRun  hypervisorin ten hosts with fourdntel Xeon 3.40GHz
extended from the clasEmerTaskin java, collects the processors, 4GB RAMNA160GB SCSI hard disk each
resources information and then refreshdatabase node. Each processor bringsl@kB cache andl024KB
resourceDBn time. secondary cache. Para-virtualization guest\@&inux-

(3) Resource management system in client provides  Xen-U 2.6.18is used as the virtual appliancghose
the interfaces oKmIRpcClientforServecalling resource  storage size i2.1Gin files maintained irXen-Ofor other
scheduling enginethe interfaces oXMLRpcClientfor- computing nodesResource management system in client
Daemon calling Daemon of VM-0, and interfaces for can run inWindows XP, Windows vistar Windows 7.
displaying the running results in client. ThetProxyin ~ Resource scheduling engiman run inWindows server
XmIRpcClientforServeis to obtain three core interfaces 2003 or Windows server 2008 which takes SQL
IMessageNotice IDBOperation and IScheduler from  server2005as theDBMSin management node. All hosts
resource scheduling engine The getProxy in  are connected by high-speed network and they form a
XMLRpcClientforDaemors to obtain two core interfaces cluster system.
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virtual machines migrations with the increase oé th

a service. In this section, we take an examplenalyae

programs for 10 times and then compute their awerag

its resource management methodology, and thenefurthvalues from the results. We draw the curves bygusum
determine the performance of resource utilizatiorfXPeriment results and make some comparative asalys

including resource allocation, resource release and 1he trend of resource allocation time with the

resource adjustment. We take the simulation of ol
impulsive experiment for a car engif€FIE) as an

increase of the quantity of virtual machines isvean
Fig.4 under the conditions of different quantitie$

instance, which is the typical coupling processPhysical machines. We make our experiments+19

considering the affecting relations between flogidiand

virtual machines based of~7 physical machines. It is

structure. CFIE, as a collaborative computing task, S€en from the experiment that resource allocatiore t
constitutes of 59 subtasks after we determine it@resents the trend of increase with the increasthef

their timing-relationships, and then, submit a task
CFIE to resource scheduling engine from the client.

quantity of virtual machines. The more the quasitof
physical machines are, the faster the resourceatitn

To determine the performance of our prototype syste SPeeds are, because the parallel resources atiocati

we use 7~19 virtual machines to run the tasiCBfE in

virtual machines in multiple physical machines vebul

4~7 physical machines. The aims of experiment are t€ad to a fact that the more the quantities of jays

determine the time of resource allocation in theation
of virtual machines with the increase of the qusntif
virtual machines deployed, the time of resourcgaing
in destroying virtual machines with the increasettod
quantity of virtual machines released, and the tiofie

machines, the higher the parallelism is, and tiseefathe
resources allocation speeds are. In our hardware
environment, the resource allocation time for aual
machine hosted in a physical machine is abbu?
seconds.

123.00  seconds
103. 00 7| —%—the quantity of Plis=4
83.00 A”‘/’/" —®— the quantity of PMs=b
63.00 the quantity of PMs=6
43.00 the quantity of PMs=7
23.00 The quantity of VMs

3.00

7 8 9 100 11 12 13 14 15

16 17 18 19

Fig.4 The trend of resource allocation time with fuantity of VMs

The trend of resource release time with the inereds
the quantity of virtual machines is shown in Figider
the condition of different quantities of physicahchines.
We release the resources allocated to virtual mashi
created before. It is seen from the experiment that
resource release time is proportional to the qutiarm
virtual machines because the virtual machines eealg

53.00 seconds

43.00

33.00 1

deployed to physical machines in frontier resource
allocation. The more the quantities of physical hiaes
are, the faster the resources release speedsnarmair |
hardware environment, the resource release timeafor
virtual machine in a physical machine is about 2~4
seconds.

—&— the quantity of PMs=4
—8— the quantity of PMs=5
the quantity of PMs=6
the quantity of PMs=T7

23.00 *

The quantity of VMs

3. 00 I I I I I I I I

Fig.5 The trend of resource release time withgtientity of VMs
The trend of resource adjustment time with theof physical machines. We migrate the virtual maehin

increase of migration quantity of virtual machiniss with the quantities from 1 to 15 based on 4~7 ptalsi
shown in Fig.6 under the condition of different gtikes  machines. It is seen from the experiment that thesghe
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same resource adjustment time for different physiceof the migration become more faster. When the duesit
machines if the quantities of virtual machines migd of physical machines arrive to their critical pointhe
are less than or equal to that of physical machiés speeds of virtual machines migrations are necessity
call the quantity of physical machines with the sam decrease. It is shown from Fig.6 that if the viltua
guantity of virtual machines as the critical posumtd only machines migrations arrive to critical point, thermthe
when the quantity of migrated virtual machines @éases quantities of physical machines are, the more the
to this critical point, can the resource adjustmgmie  quantities of virtual machines are. In our hardware
present the trend of increase. And in this time, rtiore  environment, the resource migration time for audft
the quantities of physical machines are, the faliter machine hosted in a physical machine is about 1~2
resource adjustments speeds are. Because a fawalvirt seconds.

machines would lead to a higher parallelism, theedp

25.00

seconds
20,00 —e€— the quantity of PMs=4
—l— the quantity of PMs=5
15.00 r the quantity of PMs=6
10.00 - the quantity of PMs=7
5.00 r N n Critical point
0. 00 R—R—R ! ‘ The quantity of VMs

Fig.6 The trend of resource adjustment time withdbantity of VMs

It is seen from three experiments GFIE that the comprehensive integrative manifestation. Our pyqet
prototype we developed has a higher efficiency irhad achieved the goal of resource management,sofit
performance compared with related researches amabkit good popularization value. The future work is tottier
achieves the goal of dynamic resource managemeirthprove the performance and raise the efficiencyuf
because of its good integrative manifestation. prototype.
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