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Abstract—A large number of developed, acquired or purchased software tools do not respond to the users’ requirements and expectations which had often been at the origin of the project. This is mainly due to two reasons: firstly because the users’ requirements are not well identified or formalized as they should, secondly because the software and tool evaluation is not robust enough or does not have a minimum required quality [1]. We attempt to propose a new approach in order to assess and quantify the quality of the software evaluation process. The theoretical approach is based on elaborating a matrix \((A_{m \times n})\) of software functionalities versus user’s scenarios. The norm of the columns and lines vectors of this matrix may be considered as a quality indicator of the process. Performance metrics are also derived from such indicators to summarize the quality of software evaluation process from the users’ point of view. We have applied such an approach on one case study and derived indicators like task effectiveness and efficiency of the software product evaluation. This method helps in two stages of the development cycle of the software: during the design phase and during the verification and validation. The case study helps to identify software imperfections and insufficiencies in a practical manner early in the development lifecycle. Thus improving subsequent releases of the software product.

Index Terms—Operational Software Evaluation, Functional Matrix Decomposition, Verification and validation Process, Process Quality, Indicator and Metrics

I. INTRODUCTION

Most Software project statistics point out that the projects are overdue, over spent or budget, lacking functionality, or have never been delivered as they should [1] [2]. The CHAOS study [3] reveals that only 16.2 % of software projects are completed on time and on budget within small companies and around 31.1 % of projects are cancelled before completion. Effective requirement engineering management has allowed much progress to control quality, costs, schedule, functionalities and completeness. Also, if in a software project all requirements are adequately and exhaustively fulfilled, it does not imply that the developed software tool will satisfy the users’ needs and expectations in terms of functionality and performance.

In the quality management domain, the term “quality” is sometimes ambiguous and must be considered as a multidimensional concept. From the beginning of quality engineering the term “quality” was recognized as eliminating “bugs” in software. Nowadays, the dimension of quality in software application includes the whole role players: clients, users, developers, etc. A software product that is regarded as high quality by developers may be totally rejected by users, because it would be focused on failure rate, on processes, on internal quality. Often software is developed, but does not meet the users’ expectations and needs. [4] identifies three essential elements when handling software products: the user who employs a computer with specific software to complete specific tasks.

In order to achieve the realization of a software product that meets the users’ needs and satisfaction, many evaluation methods have been developed. But they are often ignored by developers and a general commonly practice operalization of the methods does not exist and they rarely provide a quantified benchmark of the software’s quality. In this paper we have developed an approach which allows quantifying the quality of the software evaluation process. Our approach is based on the completion of some essential tasks by a user. The intermediate steps and use of software functionality during the scenario are saved in the form of a matrix. The analysis of this matrix allows the determination of the degree of coverage for the evaluation. It also allows determination of non-essential functionality, missing functionality and consideration towards optimal GUI design.

The paper begins with a description of the existing evaluation methods, Section II presents the author’s approach. Section III presents a use case based on a
simplified drawing application with a case description, an empirical study and finally a synthesis and confrontation to related evaluation methods. Section IV provides a conclusion of our approach.

A. Overview Software development

Requirements engineering management has helped a lot to increase users’ satisfaction. Indeed, it helps to establish and maintain an agreement between customer and developer on both technical and non-technical requirements. This agreement forms the basis for estimating, planning, performing and tracking project activities throughout the project and for maintaining and enhancing developed software. But requirements management still has drawbacks leading to unsatisfying software products due to the following encountered facts [5]:

- Users do not understand what they really want.
- Communication between users and development team is slow and generates often misunderstanding or misinterpretations...
- Users often do not participate in reviews or are not capable of doing so. And engineers or developers do not understand the user’s views and needs.
- Users do not understand the development process models and techniques.

These aspects inhibit strongly users’ requirements engineering for software [5].

The assessment of the human-computer interface which is not configured in an ergonomic manner often results in the software not being accepted by users. The functionalities of the software are not fully recognized by the users or functions and operations are utilized incorrectly and faulty operation might lead afterwards to possibly uneconomical situation or other undesirable effects.

The software ergonomics are originated from the multiple possibilities offered by technology to present information on the screen. Beside the questions of performance and effectiveness, the adaptation of computer systems to users is the bottom line. The realization of the objective usability for software systems is on one hand assisted by international standards [6] and on the other hand by evaluation measures. Software analysis and evaluation is an essential and well established activity during the entire lifecycle from the development to application for the verification and validation of the software’s adherence to the quality demands. Wottawa [7] defines the evaluation as “A collection and combination of data with a weighted proposition of scale which allow achieving a comparative or a numeric assessment”. The evaluation means also a systematic collection, appraisal and interpretation of data in order to allow the achievement of a reliable and valid assessment of the user interface [8]. The execution of software evaluation is essential for the design of comprehensive and ergonomic software, but nowadays the development effort, the time and costs of complex systems are considerably high, and there is an increasing need for a practical formalized and comprehensive evaluation method that encompasses all factors affecting the software’s functionality and usability to achieve a high quality of the system. The following section presents a brief summary of the existing evaluation methods.

B. Existing evaluation Methods

Software products can be evaluated on various levels: the code (classes, blocks), the representation of information, etc… and the evaluation has different objectives [9]. According to Holz auf der Heide [10] the evaluations can be classified in the following groups depending on their objectives:

- Which one is better?
  In this case, at least two systems are compared. It is used to determine the best product or the best system of a series of prototypes. In these types of evaluation criteria like subjective user’s satisfaction or objective performance measure can be used.
- How good?
  The evaluation examines a desired or required characteristic of the system.
- Why bad?
  The objective of this type of evaluation is to collect indications of weakness in order to deliver propositions for the user’s interface. Often, these evaluations are performed with interviews, video-recording of a user who performs a series of tasks.

In this section, we describe only evaluation methods that are concerned with the usability of software. Evaluation techniques are activities of evaluators which can be precisely defined in behavioral and organizational terms [11]. Many authors attempt to group evaluation methods in different classification schemes like: subjective, objective, analytic, empiric, heuristic, etc. One type of classification of evaluation techniques divides the methods into: the group of descriptive evaluation techniques and the group of predictive evaluation techniques [12], but actually no widely accepted classification scheme exists, meanwhile the criteria “user-friendliness” and “usability” [13] as basis for the software design has achieved general acceptance.

- Descriptive evaluation techniques are used to describe the status and the actual problems of software in an objective, reliable, and valid way. These techniques are user based and can be subdivided into several approaches like: opinion based methods, behavior based method and usability testing [12].
- Behavior based methods contain observations, “thinking aloud” and log or video-recording method. The result of these methods is an interview protocol. The questions are mainly focused on critical points, like interactions.

Thinking aloud is often applied in formative evaluation [14]. Three or five users are asked to describe their considerations, problems, alternatives when they realize tasks. This technique can also be applied without predefined task; in that case the user explores the system.
on his initiative, which can be helpful to get a general impression of the system (cf. [14], [15]). The procedure to transform the lingual information into criteria is only weakly standardized.

In log-recording, all observations and in particular all interactions with the user interface of the systems are saved in a file. Sometimes a video recording is prepared at the same time. All steps of the user: keyboard and mouse events are saved in a log file, but the analysis of this file does not allow deducing the considerations or impressions of the user which leads to behavior. Table 1 gives an example of a protocol [16].

- **Opinion based methods**: Interview methods, questionnaires like: QUIS (Questionnaire for User Interaction Satisfaction), SUMI (Software Usability Measurement Inventory), IsoMetrics [11] are part of these methods. The difference with the previous methods is that they rely on standard items and aim to reveal the user’s opinion on the software [13].

  The evaluation with questionnaires is a good technique if an important number of participants is consulted. The acquisition of data from questionnaires offers the facility to obtain opinion on a certain domain of the system. Quantified results like frequencies can be easily extracted from the questionnaires. Specific questionnaires help to investigate restricted areas of the software systems. The usual questionnaires are:

  - **QUIS**: “Questionnaire for User Interaction Satisfaction” was developed by Norman und Shneiderman [15] and constitutes a reliable, consistent instrument for the measure of satisfaction of software systems. The questionnaire provides a measure of overall satisfaction. It evaluates some aspects of the user interface based on user opinion.

  - **SUMI**: “Software Usability Measurement Inventory” was developed initially to measure the user’s perceptions of the usability. SUMI consist of 50 items which are assigned to scale. SUMI was supplemented with the “Item consensual analysis” (ICA) which recognizes patterns of response. A comparison of expected and observed frequencies allows showing the items which demand a change.

  - **IsoMetrics**: The Isometrics usability inventory provides a user-oriented approach for software evaluation on the basis of ISO 9241-10 [6].

  The important advantages and drawbacks of questionnaires are reported in [16]. In interviews the investigator needs to appraise the software in the front end, in order to recognize possible weaknesses and to go deeper into interrogation. If the number of testers is not too important, interviews remain a good technique to work out the opinion of the users. An interview can follow guidelines with specific inputs and possible answers (structured interview) or in an unstructured manner. An investigation about the properties of the interview situation is reported in [17], [18]. The descriptive methods are used to describe the status and the actual problems of the software in an objective, reliable and valid way. All descriptive evaluation techniques require some kind of prototype and at least one user [19].

<table>
<thead>
<tr>
<th>Task No.</th>
<th>Function Nr.</th>
<th>Rate</th>
<th>Function time (s)</th>
<th>Break time (s)</th>
<th>Timestamp (Hour:Min:Sec)</th>
<th>Cancelled</th>
<th>Input means (Keyboard)</th>
<th>Test criteria</th>
<th>Essay Nr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>291</td>
<td>3</td>
<td>15</td>
<td>188</td>
<td>16:57:34:41</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>3</td>
<td>4</td>
<td>16</td>
<td>16:57:05:46</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>251</td>
<td>2</td>
<td>17</td>
<td>0</td>
<td>16:57:09:41</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>2</td>
<td>4</td>
<td>50</td>
<td>16:58:16:21</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>251</td>
<td>3</td>
<td>76</td>
<td>0</td>
<td>16:58:20:21</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>3</td>
<td>5</td>
<td>176</td>
<td>17:02:52:28</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>26</td>
<td>1</td>
<td>0</td>
<td>36</td>
<td>17:03:11:71</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

- **Predictive evaluation techniques**: 

- **Walkthrough methods**: Usually papers with the software’s GUI are presented to the evaluators [20]. They write how they think they would use the software and evaluate some standardized metrics for each step. These methods (e.g. cognitive or usability walkthrough) are well indicated to reveal usability problems. Cognitive Walkthrough is a task oriented inspection method without an end-user. The usability expert explores the functionalities on behalf of an imaginary user. The expert assumes that the user explores the software in a way that minimizes the cognitive effort (cf. [21], [22]). For each atomic action within the task sequence a success story is constructed which contains the reasons. The advantage of CW is that it can be applied at an early stage of developments but the simulated steps of a scenario and the estimation of the user’s behavior by the expert has to be corrected.

- **Expert inspections and Heuristic reviews**: The software is examined by a usability specialist independent from the software development team. The experts notes and evaluates some items of the software. The heuristic reviews [23] are a variant of this method. They generate a problem list as basis for the software optimization. In a free expert inspection the evaluators check the software using in general guidelines. The inspection is carried out by a user who is not directly involved with the development team. The evaluation can be realized in an early stage of development with paper prototypes. Heuristic evaluation is a special case of an expert inspection except that the cost is lower, so that they are sometimes affected with the label: “discount usability engineering method”. The evaluation is focused on the following heuristics:
  - Provide a simple and natural dialog;
  - Speak the user’s language;
  - Minimize user’s memory load;
  - Be consistent;
  - Provide feedback;
- Provide clearly marked exits;
- Provide shortcuts;
- Provide informative error message;
- Prevent error.

These heuristics have to be considered as general principles which guide the evaluator during the inspections. Evaluators inspect the user interface in individual sessions. The degree of standardization is still low. Finally, the heuristic review shares a common disadvantage with CW: the evaluator must be user and task expert.

- **Group discussions:** help to summarize the ideas and comments held by individual members. Each participant acts to stimulate ideas and that by a process of discussion, a collective view is established which is greater than the individual parts. The object of the evaluation is the whole user interface of the system. Group discussion is quite flexible in its orientation: it can be focused on users, tasks, etc. The discussion has to be moderated by a human expert. The application of the techniques tends to be more efficient in the early stages of development process.

The predictive methods aim principally at making recommendations for future software developments and the prevention of usability errors. These techniques are expert – or at least expertise-based. The criteria such as objectivity and reliability are difficult to apply in these techniques.

**C. Summary of evaluation methods**

In the domain of software-ergonomic evaluation, it is usual to be confronted with concepts like: formative, summative, quantitative, qualitative, subjective, objective, predictive, descriptive, analytic, empiric, etc…

An interesting classification had been made by Görner and Ilg [8] in which the evaluation methods are sorted depending upon the data ascertainment and the involvement of user (see Fig. 1) which easily permits to see the objectivity of the results. In subjective methods, flexible data are used to determine if the system is suitable for the realization of tasks. Objective methods try to eliminate subjective influence.

These methods insist mainly on the evaluation of a part of the software product e.g.: User-Interface, Tasks to perform… The achievement of objectives results is expensive, because they need to handle many data (from questionnaires or camera-records) [24] [25]. A subjective method delivers acceptance results of the software products and exaggerates weak points of the product. Stowasser [26] lists the following conclusion:

- The evaluation methods are in part defined inadequately or in a conflicting manner. The description of the methods is often based on inconsistent terminology.

![Figure 1. Data ascertainment proceedings for the evaluation.](image)

- Suggestions for a general operalization of the evaluation criteria with respect to a certain method rarely exist.
- It appears to be difficult to compare the methods with one another. They use varying data collection techniques and differ in their degree of formalism and in their theoretical basis.
- The methods are rarely standardized, meaning that although the same methods are applied in different examinations, the results are not comparable.
- A pragmatic approach is often suggested for the decision regarding the selection of methods for a software evaluation. There is no typical alignment of evaluation goals and evaluation methods.

Therefore, there is a need for a high quality evaluation process. This paper proposes a matrix based approach to formalize a measurement and quantify the software evaluation process in terms of quality and usability in order to facilitate the verification and validation steps. The approach consists on one hand, of assisting the developer’s team and the client for the specifications and on the other hand of evaluating the final product.

**II. PROPOSED APPROACH**

In the cycles of software development the first stage consists in preparing the analysis of needs and the feasibility study and often the second consists in writing the technical specifications [27]. However, there is no formal methodology aiming at elaborating a specification according to the analysis issues originating from the users’ needs. Furthermore, the software is always tested aside when compared to the initial specifications, not often corresponding to the customers’ expectations and finally implying dissatisfaction.

The methodology proposed in this paper consists in working out the concept usability of a software product. Under usability the following questions have to be addressed: “Is the software user friendly”, “Is the software agreeable to use?”, and “Is the software appropriate for the realization of tasks?” (See Fig. 1). According to [6] the definition of usability “the extent to which a product can be used by specified users to achieve specified goals with effectiveness” encompasses three concepts: Effectiveness, Efficiency, and Satisfaction.
Our approach consists in working out usability scenarios during the first step of the software’s design cycle. The analysis of these scenarios will point out the importance of the future functionalities and quantify their weight. These usability scenarios represent the tasks which will be performed by the future users of the software. The drafting of these usability scenarios must be carefully realized by the client. They represent the basis of the proposed evaluation method.

If there are several classes of users, then the scenarios should be indexed $S_i$ and sorted into the classes $C_i$. User classes represent categories of users that use the software product in different ways, for example: an expert user (who uses advanced functionality) and a remote expert. The classes of user are thus sets of scenarios (see Fig. 2) which correspond to the specific tasks a given user class will have to realize.

The second stage consists in building a list of the scenarios associated with each user class consisting of the usual tasks that will be performed with the help of the system. The list of all the functionalities of the system has to be established. Here, only the user’s functionality is considered, which require an end-user action to be undertaken. Then a matrix is built with the scenarios’ users (dimension $N$) in rows and the functionalities in columns (dimension $M$). This matrix called $A$ is depicted in Fig. 2. This form makes it possible to visualize the coverage of the evaluation (Fig. 2). The coefficient $a_{ij}$ is equal to 0 if the scenario $S_i$ does not use the functionality $S_f$ (and 1 otherwise), the multiplying coefficient $\alpha_{ij}$ represents the number of times the functionality $S_f$ is used in the scenario $S_i$. It is supposed that the coefficients of the matrix are fixed manners to minimize complexity (cf. section II.A) of the scenarios; it means that the scenarios are realized with the optimal number of functionalities in this case.

![Figure 2. Representation of the scenario-functionality matrix.](image)

The properties of the matrix $A$ are deduced from the usual operators on the linear algebra. For each class of users a block matrix can be extracted and a Gaussian reduction can be performed on the rows of the matrix in order to eliminate redundancies. If redundancies occur (e.g. one scenario is a linear combination of others), then it has to be suppressed. This makes possible to visualize the redundancies of the operations in the scenarios and the degree of coverage of the evaluation depending upon the used functionality. This aspect will be detailed practically in the case study (section III).

In parallel, a time matrix $T$ is built on the same basis (scenarios as row and functionalities as column). The coefficient $T_{ij}$ of the matrix corresponds to the time taken by a user realizing the scenario $S_i$ to find the function $S_f$ and execute it.

The matrix $A$ and $T$ will permit to derive performance indicators (section II.A). The theoretic matrix $A$ and $T$ represent the ideal case, which means:

- All scenarios are successfully completed with the minimal call of functions.
- The time to find a function is minimal and the execution time of a function corresponds to the requirements.

The matrix $A$ and $T$ are built on the same model as $A$ and $T$, but this time they are built experimentally when a user attempts to realize the scenarios.

### A. Complexity and weight indicators

The complexity of a scenario is noted $\xi(S_i)$ and specifies the number of functionalities which intervene in the elaboration of the given scenario $S_i$. The formal definition is given by (1):

$$\xi(S_i) = \sum_{j=1}^{M} (a_{ij} \delta_{ij})^2$$  \hspace{1cm} (1)

The scenarios are also affected by a frequency attribute which can be: “usual”, “alternative” or “exceptional” called FU coefficient equal to 1, 1/2, 1/5. For example: if a text processing software is considered: the writing of a text document is a normal scenario, but the realization of a document over a remote session is an exceptional scenario.

- The weight of the functionalities in the matrix:

This makes it possible to visualize the truly useful functionalities to realize the scenarios. A weight coefficient $\omega(S_f)$ is assigned to each functionality (2):

$$\omega(S_f) = \sqrt{\sum_{i=1}^{N} \text{FU}_i (a_{ij} \delta_{ij})^2}$$  \hspace{1cm} (2)

The functionalities with a weight coefficient equal to 0 are not necessary to realize the scenarios. Consequently, these do not need to be developed. And if they are really required by the client, the performance of the function does not need to be optimized. The functionalities which have a high weight must be carried out with fast response times, because they are often used by the users. They also need to be easily located on the graphical user interface.

The scenarios having a too high complexity level compared to the average value require the designing of new high level functionalities comprising smaller functionalities in order to simplify the realization of the scenarios by the users (see III.B).

The column vectors of matrix $A$ which do not have any null value must be considered with caution, because corresponding to a functionality requiring to be activated in each scenario. It is consequently necessary to wonder about the replacement of such functionality if possible by
an adjustment by default (treated in III.A). The detailed matrix is depicted in Fig. 3. The overall performance of the software can be measured with the help of the following metrics (which complete the methodology proposed in [27]):

- Time factor: Software is developed in order to perform some tasks in an efficient way. The time factor identifies where a task is performed in a short time but gives no output about the quality of the result.

- Quantity: The quantity is the percentage of functionalities used to complete a scenario.

- Quality: The quality is the deviation between a user’s scenario realized in an ideal way and the realization of the same scenario by a user (see III.B)

- Effectiveness: The effectiveness is an aggregate index of the quantity and quality. The effectiveness is given by (3). This metric definition is motivated by the need for a unique factor that quantifies how good the software is at the realization of a scenario. Moreover the geometric mean returns a more centered aspect of the data and is less sensitive to variation. This makes it adequate as an “overview indicator”.

\[
\text{Effectiveness} = \sqrt{\text{Quantity} \times \text{Quality}} . \tag{3}
\]

- Efficiency: The efficiency is defined as the division of the effectiveness of a scenario by the time the scenario is completed. This metric summarizes how good the software allows to realize tasks in a reasonable time.

- Success rate: The success rate is the percentage of scenarios completed successfully by the users.

This approach allows determining exactly what the software system is capable to do. The matrix shows which functions are indeed necessary. When the developed software product is based on existing solutions, engineers can extract from their existing product which parts can be re-used and which need specific developments. In this case the developers of the existing software product need to elaborate the matrix, with the functionalities of the existing system (a blank column needs to be considered in the case that new functionalities which must be added to achieve the usability scenario). The resulting matrix stipulates what must be accomplished, transformed, produced, provided or kept. It is also possible to decompose the functionalities in usability (low level functionality) and technical function (high level functionality), enabling to show which internal parts (methods or libraries) should be re-used for the new solutions.

In this case, the method helps to establish a common communication baseline between client and development teams (who complicate the client’s view when they refer to an existing solution). The solution could also help the clients to write the functional requirements of the software product, because they visualize the capabilities and characteristics of the favored software systems.

B. Approach of the evaluation

The evaluation process will be performed according to the same basis of pre-defined scenarios. This time, an end-user will perform and execute the scenarios with the help of a software prototype. The objective is to set up a matrix named \( A' \) (lines for scenarios and columns for functionalities). This matrix \( A' \) will thus be compared with the matrix \( A \) (already defined in a previous section). One notes \( \xi_S(S_i) \) and \( \omega_S(S_f) \) the complexity of the scenario \( S_i \) and the weight of the functionality \( S_f \) in the matrix \( A' \) (The \( E \) in the index stands for experimental meaning that this time the matrix \( A' \) reflects the use of functionality by a real end-user in the completion of the different scenarios). The coverage level of the evaluation process depends on the number of the listed functionalities knowing that the rank of the matrix \( A \) indicates the action redundancy within the scenarios.

The comparison of \( \xi_S(S_i) \) and \( \xi_S(S_i) \) enables the user to know if the software is well designed. If \( \xi_S(S_i) < \xi_S(S_i) \); this means that the user invoked too many functionalities than necessary for realizing the scenario. It is also possible that the user did not find the functions or icons through graphical user interface or he/she used the functionalities by chance and then suppressed the actions. Such a situation could also happen in case of inadequate settings or initialization requiring a corrective action of the user (see III.A). This implies a high useless complexity level and dissatisfaction of the end-user.

By viewing the actions of the end-user (or a video-record of his action), it is possible to measure the time the user needs to find important weighted software functionality. Such functionalities often used, need to be placed in a position which facilitates access by a shortcut icon. The icon needs also to be well designed to facilitate the comprehension of the executed function.

III. USE-CASE

The use case for design and validation of the approach is based on a fictional drawing application. The functions that will be implemented in the application are detailed in table 2. The user interface is depicted in Fig. 4 and is derived from a real painting application. In this section 3 scenarios detailed in Table 3 are considered.

In this use-case only one class of users is considered and all scenarios are usual (FU=1 for \( S_i \), \( S_2 \) and \( S_3 \)).

In the first subsection (3.A) the evaluation approach will be applied during the design phase of the software product. In the second subsection (3.B), the user will be confronted to a prototype.
A. Use case for designing a drawing software

The ideal matrix (A) of scenarios versus functionalities and the time matrix (T) are represented in Fig. 5 when considering that the background color by default is white and when selecting a given color, the choice remains valid. In the matrix (T) the given coefficients are average means of the timings obtained through 3 runs of each scenario. Due to the fact that the execution of functionality may vary depending on the context (for example CPU load of the computer, or slow internet connection), the arithmetic mean allows the obtaining of an expected value for timing.

From the matrix A, the indicators of the scenarios and the functionalities described in section II can be computed (Table 4 and 5). The rank of the matrix (as constructed in Fig.3) is 3: this implies that none of the defined scenarios are redundant. According to the theoretical approach explained above, the complexity of each scenario as well as the weight of each useful functional element is calculated knowing that for other functionality the weight factor is zero. It is noticeable that Sf7 is the most important function in terms of weight, implying that it is indispensable. The complexity of the scenario S2 is higher than the average which is also due to the subsequent use of Sf7 and the drawing of a pyramid. As a conclusion; it is recommended that the application also allows the user to draw pyramids, thereby reducing the complexity of the scenario.

**TABLE II. DETAIL OF THE FUNCTIONALITIES.**

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Description</th>
<th>Code</th>
<th>Performance (in ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rectangular selection</td>
<td>Allow to select a rectangular area</td>
<td>Sf1</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>Clear</td>
<td>Clear an area</td>
<td>Sf2</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>Selection of a color</td>
<td>Allow to select a color</td>
<td>Sf3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Zoom</td>
<td>Zoom in the drawing window</td>
<td>Sf4</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>Airbrush</td>
<td>Airbrush function</td>
<td>Sf5</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>Text</td>
<td>Allow to write text</td>
<td>Sf6</td>
<td>52</td>
</tr>
<tr>
<td>7</td>
<td>Right line</td>
<td>Allow to draw a right line</td>
<td>Sf7</td>
<td>23</td>
</tr>
<tr>
<td>8</td>
<td>Curve</td>
<td>Allow to draw a curved line</td>
<td>Sf8</td>
<td>43</td>
</tr>
<tr>
<td>9</td>
<td>Rectangle</td>
<td>Allow to draw a rectangle</td>
<td>Sf9</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>Ellipse</td>
<td>Allow to draw an ellipse</td>
<td>Sf10</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>Choice of color</td>
<td>Allow to choose a color</td>
<td>Sf11</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>File save</td>
<td>Allow to save the drawing in a file</td>
<td>Sf12</td>
<td>17</td>
</tr>
<tr>
<td>13</td>
<td>Print</td>
<td>Allow to print the drawing</td>
<td>Sf13</td>
<td>457</td>
</tr>
<tr>
<td>14</td>
<td>Fulfilling</td>
<td>Allow to fulfill a shape in a certain color</td>
<td>Sf14</td>
<td>345</td>
</tr>
<tr>
<td>15</td>
<td>New project</td>
<td>Allow to create a new drawing project</td>
<td>Sf15</td>
<td>12</td>
</tr>
<tr>
<td>16</td>
<td>Open project</td>
<td>Allow to open a project</td>
<td>Sf16</td>
<td>26</td>
</tr>
</tbody>
</table>

**TABLE III. DESCRIPTION OF THE SCENARIOS.**

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Codification</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Draw a black square on a background white color and print it</td>
<td>S1</td>
</tr>
<tr>
<td>2</td>
<td>Draw a pyramid with triangular basis (without representing the hidden sides) on a background blue color and print the drawing</td>
<td>S2</td>
</tr>
<tr>
<td>3</td>
<td>Draw a blue square on a background black color and print it</td>
<td>S3</td>
</tr>
</tbody>
</table>

Another noticeable aspect of the matrix concerns the defaults settings. As the setting of the color necessitates user action, one can envisage the modeling of such functionality. If the default color in the drawing software is blue and if the scenarios consist of drawing objects in black, then presetting black for the color will allow considerable simplification of the scenario.

**Figure 4. Example of the GUI of the case study.**

**Figure 5. Scenario versus functionality and time matrix.**
The conclusions of the methods applied during the design phase for this example are:
The functionalities Sf1, Sf2, Sf3, Sf4, Sf5, Sf6, Sf8, Sf10, Sf12, Sf15 and Sf16 were not to be implemented because their weight is null or neglectable.

A new high-level functionality which allows drawing pyramids needs to be conceived.
The black as default color setting is advantageous for the defined scenarios.
The functionalities with a high weight (often used to realize the scenarios) must be realized with fast response time and must be easy to locate on the GUI (Graphical User Interface) by the users.

B. Use case for the validation of a drawing software

In this section an end-user is confronted to a prototype of the software for the realization of the three scenarios developed in section 3.1, then the functionalities used by the user to conclude the scenarios are represented in a matrix form called A’ and the time matrix T’ depicted in Fig. 6.

These matrixes provide the following results for the indicators of the scenarios (see Table 6) and the functionalities (see Table 7).

Finally these results allow to compute the metrics developed in section II.A:

- Success rate: In that case, the user realizes only the Scenario 2 in a correct manner. In scenario 1 and 3 the user fails because he/she uses four times the function right line instead of rectangle. The success rate is therefore equals to 33.3%.

- Quantities: Here the quantities are the same in the experimental and in the theoretical approach even if different functions are used to achieve the target objective.

<table>
<thead>
<tr>
<th>Table IV. Scenario’s indicators.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenarios</td>
</tr>
<tr>
<td>S1</td>
</tr>
<tr>
<td>S2</td>
</tr>
<tr>
<td>S3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table VI. Scenario’s indicators (Experimental)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenarios</td>
</tr>
<tr>
<td>S1</td>
</tr>
<tr>
<td>S2</td>
</tr>
<tr>
<td>S3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table VII. Functionalities indicators.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functionalities</td>
</tr>
<tr>
<td>Sf7</td>
</tr>
<tr>
<td>Sf9</td>
</tr>
<tr>
<td>Sf11</td>
</tr>
<tr>
<td>Sf13</td>
</tr>
<tr>
<td>Sf14</td>
</tr>
<tr>
<td>other</td>
</tr>
</tbody>
</table>

- Quality: The quality is the difference between the ideal user using the software and the practical approach. The formula is given in (4)

\[
Quality(S_i) = \frac{\sum_{j=1}^{n} a_{i,j}}{\sum_{j=1}^{n} a'_{i,j}} \times 100\% \tag{4}
\]

In that case \(Quality(S_1) = 50\%\), \(Quality(S_2) = 100\%\) and \(Quality(S_3) = 56\%\).
- The effectiveness for each task is equal to 30.6% for S1, 50% for S2 and 37.3% for S3.
- The efficiency (with realization times converted in seconds) is equal to 2.2% for S1, 2.6% for S2 and 1.8% for S3,
given by:

If the matrices \(A’\) and \(A\) are being compared (Fig. 3 and 4), the complexity of the scenarios 1 and 3 of the matrix \(A’\) is superior to those of the matrix \(A\). This is the result of a wrong manipulation of the software by the user, because he/she did not use the function “rectangle” for the scenarios 1 and 3, he preferred to use four times the function “right line” to design a rectangle. The user did not realize the icon of the function “rectangle”, and the software did not mention the existence of this function to teach the user. A dialog box could have appeared and mention the function after recognizing that

\[
A' = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 5 & 0 & 0 & 0 & 0 & 2 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 3 & 0 & 1 & 1 & 0 & 0 \end{bmatrix}
\]

\[
T' = \begin{bmatrix} 0 & 0 & 0 & 0 & 9872 & 0 & 0 & 0 & 1120 & 0 & 3150 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 12340 & 0 & 0 & 2450 & 0 & 3230 & 1576 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 11230 & 0 & 0 & 4010 & 0 & 3340 & 1575 & 0 & 0 \end{bmatrix}
\]

Figure 6. Matrix \(A’\) and \(T’\).

© 2011 ACADEMY PUBLISHER
the user traces a rectangle by using four times the functions “right line”. The comparison of the matrices $T$ and $T'$ reveals the time a user takes to find the right functions.

The comparison of these two matrices highlights that the user did not use the software as mentioned. The functional origin, the age and the knowledge of the final users must be considered to design comprehensive icons, so that they are placed adequately in the GUI. Furthermore, we can consider dialog boxes which inform the user of new functionalities or design a case-based of possible wrong manipulation for the tutoring of users.

The low scores of effectiveness and efficiency in this case can easily be explained by the implementation of functionalities that are not used (Sf1, Sf2, Sf3, Sf4, Sf5, Sf6, Sf8, Sf10, Sf12, Sf15, Sf16). In fact, only five functions are sufficient to achieve the tasks described in the scenarios which lowered the quantity factor implied in the computing of the effectiveness and efficiency. Without the useless function the effectiveness for each scenario will be 54.8%, 89.4% and 66.7% which is significantly higher than the obtained results.

C. Synthesis of the empirical evaluation and confrontation of the related evaluation method

For a robust evaluation it is important to clearly identify the tasks to be performed with the software and derive the scenarios. The scenarios are the basic instruction of the evaluation; therefore if they are too specific (or too nebulous) the risk is that no (or all) users will fail to complete the scenarios. The key to obtaining a good coverage and feedback in the empirical evaluation is to choose the scenarios so that the user needs to interact with different design-elements and controls. Other bias can occur during the empirical evaluation if the tester does not have the same characteristics as the future end-users of the software. Depending on the effort allocated to the evaluation, it is important to run the experiments with multiple users. Because one user could find certain functionality necessary to complete a scenario, where another user does not. For example; if in this use case a second user had immediately found and used the “rectangle” function the efficiency for the first scenario would have been significantly higher. For a more robust evaluation the average value of the effectiveness for each scenario performed by different users gives a better indication whether the functionality is recognizable or not. One last bias that can appear is the measurement of the time of a function call. Therefore it is essential in the empirical testing to use adequate equipment in good working condition. If this is not the case, large discrepancies may occur in execution time (e.g. if another program is open with a high CPU load, or if the used function requires the loading and installation of an update package but the test computer had no internet connection).

As mentioned before, the different software evaluation methods uses varying data collections, differ in their degree of formalism and are rarely standardized. Thus it is difficult to compare them, but our approach is used to recognize the status and the actual problems of software in an (task oriented) objective, reliable, and valid way. It belongs to the descriptive evaluation methods [12] due to the fact that it requires a prototype and at least one user. Compared to log recording [16], the results of our approach are easier to interpret and provide a reasonable data objectivity as a basis for the decision of design changes. Nevertheless the bias around the test-user (knowledge, involvement, etc.) mentioned above can have a significant impact on the results of the matrix $A$ resulting in inappropriate recommendations for future software development. Nevertheless this drawback can be overcome with multiple users testing as in opinion based methods [11, 13, 15]. As our approach is based on a quantified matrix for the evaluation, it does not allow capture of the consideration and impression of the users as in walkthroughs or inspections [22]. It derives the countered problems of a user completing a task compared to an ideal user. Thus the results of our approach are not suitable as inspection methods [23] for the recognition of problem lists.

Our approach allows for the making of a quantified evaluation of the operational way to complete tasks with a software product by the numeric assessment [7] of the scenario’s effectiveness. Thus proposed design changes and performance optimizations after the evaluation’s feedback make for a software product more suited to the end-user and the market.

IV. CONCLUSION

There are many evaluation techniques which can be applied in practice, although many of them need to entail effort and require special competences (experts). Other evaluations, like IBM’s measure of user’s satisfaction is based on: capability, usability, performance, reliability, instability, maintainability, documentation and availability, exist but the total quality management (TQM) allows much more progress in such area with the focus on customer, process improvement, quality culture, measurement and analysis, knowingly that their cost can only be supported by large companies. There is also a large science handling the internal quality of software with metrics such as: defect density, vocabulary, length, volume, level, difficulty, effort (from Halstead) or the Cyclomatic Complexity from McCabe [28] that is the count of the number of linearly independent paths through the source code ; or the function points, but they are rarely applied and are not concordant with the user’s view of quality. The method developed in this paper allows small companies to apply a low cost evaluation in particular with no experts knowledge, and to use this method to develop a practical verification and validation (V&V) tool in order to achieve an evaluation of the software’s quality (with the help of the user scenarios). The method combines cost-benefits, adequate coverage of the functionalities and a feedback which enables the user to increase the software’s usability. This method is similar to the axiomatic design method which aims at “make human designers more creative, reduce the random search process, minimize the iterative trial-and-
error process, and determine the best design among those proposed” [29], by revealing the needs of developing high level functionalities. The methods also propose a common base to avoid articulation problems between clients and developers as reported in [27]. The developers can visualize the user’s issue, which is a frequently occurring situation but this methods does not research the field for intelligent software development [30].

The complexity level of each scenario as well as the weight factor of each functionality considered as a performance metric are defined. The software evaluation method allows understanding the design imperfections especially regarding the GUI for which the weight factor is playing a major role in order to highlight the useful functionalities offered by the help of GUI. The basic criteria of the matrix approach are matrix rank, scenario complexity and functionality weight coefficient. The quantification is made by calculation of the norms of line and column vectors and comparison with average values. In the classification scheme proposed by [8], this method can be placed upon the behavior observation because of the demanded user involvement. The data ascertainment (see Fig. 7) are objective if the specification phase of the product is sufficiently detailed (e.g. GUI, main functionalities, performance of functions, etc.) and if the tasks that have to be carried out with the product, are clearly defined.

This method fits particularly well in combination with designing methods of large software project as in [31] due to their complementarities. This case will take into account different user classes and also the role of the frequency attribute of the scenarios. This analysis will also be re-enforced by a practical cost prevision method. The variability of the software [32] will be taken into account because there is an ever-growing demand for variability (configuration) of software which is particularly relevant for branch specific products.
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