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Abstract—Automatic image annotation is a promising 
solution to narrow the semantic gap between low-level 
content and high-level semantic concept, which has been an 
active research area in the fields of image retrieval, pattern 
recognition, and machine learning. However, even the most 
dedicated annotation algorithms are often unsatisfactory. 
Image annotation refinement has attracted much more 
attention recently. In this paper, a novel refinement 
algorithm using dynamic voting based on mutual 
information is proposed. Unlike the traditional refinement 
algorithm, the proposed algorithm adopts dynamic weighted 
voting to measure the dependence between the candidate 
annotations, which not only permits that the annotations 
with higher probabilities deny the annotations with lower 
probabilities, but also permits that the annotations with 
lower probabilities deny the annotations with higher 
probabilities. The proposed refinement algorithm adopts 
progressive method instead of iterative, which can 
significantly decrease the time cost of refining annotations. 
In order to further improve efficiency without sacrificing 
precision, we propose the block-based normalized cut 
algorithm to segment image. Experiments conducted on 
standard Washington Ground Truth Image Database 
demonstrate the effectiveness and efficiency of our proposed 
approach for refining image annotations.  
 
Index Terms—image annotation refinement, image retrieval, 
mutual information, normalized cut, relevance model 
 

I. INTRODUCTION 

Image retrieval has been an extremely active area of 
research in the fields of computer vision and pattern 

recognition for almost 20 years [1]. There are many 
representative content based image retrieval (CBIR) 
systems such as QBIC, Columbia VisualSEEK, MIT 
Photobook, whose "content" is some kind of objective 
statistic character of images that couldn't be understood 
by human beings directly. Moreover, for most users, 
articulating a content-based query using these low-level 
features can be non-intuitive and difficult. Many users 
prefer using keyword to retrieve image such as Google 
image. As a result, some query-by-keyword systems 
extract textual words from webpage associated with 
image, and the retrieval task will be simplified into a 
typical textual retrieval. But a large number of images 
created by digital camera haven't any textual information 
available. Moreover, sometimes the associated textural 
words haven't any semantic information. Some researches 
advise manually annotating images. This approach 
encounters the problem of inconsistency and subjectivity 
among different annotators, and the process is time-
consuming as well. Especially, with the explosive 
increase of images available, manually annotating all 
images is impractical [2]. 

Some researches have strived to apply object 
recognition technology to improve the semantic level of 
image unassociated with any textual words. Decades of 
research have shown that designing a generic computer 
algorithm that can learn concepts from images to 
linguistic terms is highly difficult. Much success has been 
achieved in recognizing a relatively small set of objects 
or concepts within specific domains [3], but there is no 
generic algorithm for object recognition. As a result, the 
approaches of object recognition can't be used as generic 
algorithm of image understanding.  

Automatically annotating images with keywords is a 
solution to the aforementioned problems, and many 
researches have devoted to develop automatic image 
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annotation system. Automatic annotation of image has 
been a highly challenging problem for computer scientists 
and electrical and electronic scientists over past four 
decades. The effective and efficient annotation approach 
can lead to breakthroughs in a wide range of applications 
including Web image retrieval, multimedia management 
and so on. 

II. RELATED WORKS 

A.  Annotation Models 
In recent years, many annotation algorithms have been 

proposed, which can be classified into four categories, i.e. 
classification method, co-occurrence method, graph-
based method, and probabilistic modeling method.  

The classification method always is based on machine 
learning technology. Firstly, the user manually assigns 
each training image to one of K pre-defined labels. Then, 
train the K classifiers by machine learning algorithm 
through training image dataset, which is called model 
generation. Finally, the classifier is able to classify the 
unlabeled image into the learned class label. The label 
name is the annotation keyword of corresponding images 
because every keyword corresponds to one classifier. 
After model generation, the mission of this annotation is 
to propagate the learned labels or label names to 
unlabeled images. The algorithms of classification can be 
classified into two models: generative model, 
discriminative model. The generative model is a classifier 
based on probabilistic density estimation such as 
Gaussian density and Bayesian network, while the 
discriminative model is a classifier based on feature space 
partitioning such as ANN and SVM. The representative 
works using generative model include MLP neural 
network [4][5][6], SVM method [7][8], K-NN[9][10], 
Bayes method[11][12][13], 2-D Hidden Markov 
Model[14]. All the classification methods for automatic 
image annotation are specified in a small number of 
categories and are unscalable for huge amount of images 
with infinite semantics keywords. They can't be applied 
into the problem of general images annotation.  

Another category is co-occurrence model. Mori 
proposed a method for annotating image grids using co-
occurrences [15], which annotates image using the co-
occurrence of words and image regions (blocks). Based 
on co-occurrence model, Duygulu [16] proposed a novel 
translation model using machine translation method. In 
translation model, Duygulu proposed use a vocabulary of 
blobs to describe image so that the annotation can be 
considered as the task of translating a vocabulary of blobs 
into a vocabulary of annotation keywords.  The co-
occurrence model and translation model tend to assign 
the frequent words to all blobs.  

The graph-based model proposed by Pan [17] treats the 
image, annotation, and regions as three types of nodes in 
graph. The advantage of the model is domain independent, 
but it is a NP-problem.  

The CMRM [18] is another probabilistic-based method, 
which is inspired by relevance language model. The 
CMRM consider the visual feature such as color, texture, 

and shape information as another language just like 
textual language. It uses probabilistic method to predict 
the probability of generating a word given the blobs in an 
image. In fact, the isolated pixels or even blocks (regions) 
in an image are often hard to interpret. The CMRM don't 
assume there is a one-to-one correspondence between 
blobs and words, but only assume that a set of keywords 
is related to the set of blobs, which can capture the latent 
semantic information. Compared with classification and 
co-occurrence models, the probabilistic-based model such 
as CMRM is the best model, but it still can't meet the 
user's need. 

B.  Refinement Approaches 
Many automatic image annotation algorithms have 

been used for image retrieval system. However, the 
accuracy of retrieval is unsatisfactory because none of 
these algorithms can ideally bridge the semantic-gap 
between low-level features and high-level semantic 
meanings. Many researches have strived to invent novel 
algorithms of automatic annotation to improve the quality 
of annotation. Automatic annotation may not attain 
extremely high accuracy with the present state of the 
computer vision and image processing technology. 
Despite many new algorithms were proposed, the result 
of automatic annotation is still unsatisfactory. More and 
more researches tend to refine the current annotation 
results instead of inventing new algorithms because many 
of the annotation keywords are inappropriate for image 
content.  

Jin et al. [19] have done pioneering work on annotation 
refinement based on knowledge technology, which 
remove the irrelevant annotations according to the 
relationship between annotations based on knowledge of 
WordNet[20]. Subsequently, Jin et al.[21] proposed 
graph-partitioning approach to refine the annotations. 
Wang et al. proposed a novel refinement approach using 
Random Walk with Restarts [22]. Most of refinement 
algorithms only consider the relationship between 
candidate annotations, which means the two refined 
annotations are same only if their candidate annotations 
are same. The content-based annotation refinement 
proposed by Wang [23] considered the query image 
content, which means the two refined annotations may be 
different due to their image content. But in fact, 
aforementioned algorithms are assumed "majority should 
win" only based on relevant keywords number, no 
adequately considering their weight. Our previous work 
based on relevance model has considered their 
significance while refining annotations, but significance 
of every annotation is static. In this paper, we propose a 
new annotation refinement algorithm based on mutual 
information of candidate annotations. In the new 
algorithm, the weight of each annotation is dynamic and 
the number of refined annotations is adaptive. 

III. PROPOSED APPROACH 

The humans perceive and understand object of vision 
of image depending on context, priori knowledge, 
imagination, and specific details instead of individual 
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Figure 1. Mutual Information of X and Y. 

segmentation or isolated region. Motivated by image 
perception and understanding of humans, we propose the 
new algorithm of image annotation refinement using 
dynamic weighted voting based on mutual information. 

A.  Annotation Approach 
We adopt improved relevance model to annotate image 

with specified keywords. Unlike the traditional relevance 
model, we propose that the weights of each blob and 
candidate annotation keyword in an image are computed 
to apply into the relevance model for generating 
annotation keywords. The weight of Blob is computed 
similar to the TF*IDF model in traditional textual 
information retrieval system [24], while the weight of 
candidate annotation is calculated by the probability of 
producing the candidate annotation using relevance 
model [18]. 

The proposed algorithm can be described as follows: 
a) Segment image into some regions. 
b) Determine the maximum inscribed rectangle of 

segmented region. 
c) Compute the feature vector of inscribed rectangle 

in every images. 
d) Learn the blob from the feature vector based on 

machine learning approach. 
e) Let the freqi,j be the raw frequency of blob ID I in 

the image ID J. 
f) The normalized frequency fi,j of blob I in the 

image J is given by fi,j=
jll

ji

freq
freq

,

,

max
. 

g) The weight of blob I in the image J is give by the 

best known term-weighting schemes wi,j=fi,j*log
in

N
, 

where N is the size of the training image dataset, and ni is 
the number of images in which the blob I appears. 

 
h) Compute the candidate annotation according to 

the relevance model. 
i) Assign the probability of each candidate 

annotation keyword of vocabulary to the weight of 
annotation. 

j) The top N keywords are the candidate annotations. 

B.  Refinement Algorithm  
In probability theory and classical information theory, 

the mutual information of two random variables X and Y 
is quantity that measures the mutual dependence of the 
two variables, which can be defined as: 

dxdy
ypxp

yxpyxpYXI
Yy Xx

)
)()(

),(log(),();(
21

∑∑
∈ ∈

=   (1) 

where p(x,y) is the joint probability distribution 
function of X and Y, and p1(x) and p2(y) are the marginal 
probability distribution functions of X and Y respectively. 
Mutual information is shown in Fig. 1, which can be 
equivalently expressed as: 

I(X; Y) = H(X)-H(X|Y)  (2) 

where H(X) is the entropy of the random variable X, 
and H(X|Y) is the conditional entropy. As mutual 
information is symmetric, it can be written as: 

I(X; Y) = H(Y)-H(Y|X)  (3) 

The words with high relevance in semantic must have 
high dependency. We can use mutual information to 
measure the relevance of annotations in semantics. 
Namely, we can use mutual information to refine the 
annotations produced by automatic image annotation 
algorithms. 

 
The refinement algorithm based on WordNet proposed 

by Jin et al. [19] can be described by Markov process as 
follow: 

P(wi|Iq)= ∑
=

N

j
ji wwP

1
)|(α              (4) 

Where p(wi|wj) is calculated by the semantic similarity 
of wi and wj in WordNet. α is a normalization 
constant[23]. The annotation keywords with smaller 
probability value will be removed according to the above 
formula. The refinement algorithm has three 
shortcomings. First, the WordNet is independent of 
specific image dataset. Second, the WordNet can't 
include all annotation keywords, which means that it can't 
deal with some annotations. Third, the refinement process 
is independent of the query image, which means the same 
candidate annotations will produce the same refined 
annotations. In order to solve the above problems, Wang 
[23] proposed a novel algorithm called content-based 
image annotation refinement, which adapt an iterative 
process as follows: 

∑
+

=

+ =
1

1

)()1( )|().,|()|(
N

j
qj

t
qjiqi

t IwpIwwpIwP    (5) 

Where )|()1(
qi

t IwP + is the probability that the 

annotation is in the state wj at time t. )|( qi IwP  is 
defined as the stationary probability of state wi in the 
Markov chain, which is given the following formula [23]: 

P(wi|Iq) = )|(lim )(
qi

t

t
Iwp

∞>−
             (6) 

The Wang's algorithm can achieve better performance, 
but it still has two difficulties which lead to high time 
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complexity. The first shortcoming is that the evaluation 
of any candidate annotation word involves all the other 
candidate annotations including irrelevant or noisy words, 
which will result in low performance. The second 
shortcoming is iterative refinement process with low 
convergence speed.  

We have proposed refinement algorithm based on 
Boolean Model in our prior work [25]. The refinement 
algorithm can be described as follows: 

a) Compute the probability of each candidate 
keyword of vocabulary according to relevance model. 

b) Construct candidate keywords list 
Lcandidate={P1, …, Pm}.  

c) Remove the largest element Pi from Lcandidate , 
and create the keywords list Lkeyword={Pi }. 

d) Pick out the current maximum element Px from 
Lcandidate, and compute the comprehensive probability Px-

word-occurrence of its co-occurrence with all the element of 
Lkeyword. 

e) If the comprehensive co-occurrence probability 
Px-word-occurrence is larger than threshold value Tco-occur set by 
user, store Px into Lkeyword. 

f) Repeat the step d-f until the list Lcandidate is empty 
or the size of Lkeyword is larger than the user-specific 
threshold.  

g) The elements of keywords list Lkeyword are refined 
annotation with textual keywords. 

In our Boolean model based on refinement approach, 
the convergence speed of refinement is high, but it will 
leads to low precision for some images. The reason is that 
the refinement algorithm is assumed that the candidate 
annotation with the maximum probability is correct. If the 
condition is false, the refined process and all the results 
are unreliable. In the refinement process, every judgment 
only considers new coming candidate annotation 
keyword (Px) while it is absolutely impossible to remove 
any keywords in Lkeyword. The fixed or state sequence of 
removing noisy keywords is not reasonable. Intuitively, 
some keywords confirmed in the former steps should 
permit to remove in the later step in the context of more 
corresponding information. In fact, because the 
probabilities of all candidate annotations are 
automatically generated by the annotation algorithm 
without any manual participation, the candidate 
annotation keyword with high probability only means the 
possibility of being refined or final annotation is high. 
Any algorithm completely depending on a static 
probability is unreliable.  

In this paper, we propose a dynamic approach in 
contrast to the prior works, which is not completely 
depended on the maximum fixed probability originally 
produced by annotation algorithm. Every step of refining 
annotation not only considers the new coming candidate 
annotation but also the refined annotations, which means 
the former can deny the latter, and vice versa. In priori 
algorithms, the sequence has great significance in 
refining next candidate annotation. In our new algorithm, 
it is the combination of weighted correspondence that 
determines whether the candidate annotation is 

refined/final annotation or not. We use mutual 
information to measure the dependence between two 
keywords, and probabilities of the two candidate 
annotation to present the weight of the correspondence 
significance. Moreover, our new proposed algorithm will 
produce adaptive numbers of refined annotation 
keywords. In the existing annotation refinement 
approaches, the relevance of annotation keywords is 
measured by Boolean model and pure co-occurrence 
approach. In our new approach, the measure is based on 
mutual information between candidate annotations. The 
new algorithm can be described as follows: 

a) Compute the probability of each candidate 
keyword of vocabulary according to relevance model. 

b) Construct candidate keywords list 
Lcandidate={w1, …, wm},where P1>P2>P3>….>Pm, and Pi is 
the probability of wi. 

c) Remove the first element w1 from Lcandidate , and 
create the original keywords list Lkeyword={w1 }. 

d) Pick out the front (largest) element wm+1 from 
current Lcandidate, where the m is the member number of 
list Lkeyword. 

e) Compute the comprehensive significance 

∑
=

+ ×=
m

i
imi KwwIS

1
1);( , where the I(wi, wm+1) is the 

mutual information between wi and wm+1, and Ki 
represent the weight (Ki =Pi). 

f) If S is larger than threshold T specified by user, 
append Wm+1 to Lkeyword. Goto step h. 

g) If ∑
+

=
+ >−

1

1
1 ),();(

m

i
timt wwwwIS (where t<m), 

append Wm+1 to Lkeyword and remove the wt from Lkeyword. 
h) Repeat the step d-h until the list Lcandidate is empty 

or the size of Lkeyword is larger than the user-specific 
threshold.  

i) The elements of keywords list Lkeyword are refined 
or final annotations with textual keywords. 

IV. FEATURE EXTRACTION 

A.  Image Segmentation 
The global visual feature can't narrow the semantic gap 

between the semantic concept and image visual content. 
As a result, the global feature is inappropriate for image 
annotation. The local visual feature is too sensitive to 
noise, so it isn't suitable for image annotation. The visual 
feature of region is a better choice for image annotation. 
Furthermore, the relevance model of image annotation 
requires the feature vector based on image block or 
region. Image segmentation is a important but 
challenging step to extract region information in the field 
of image analysis and understanding.  

A lot of algorithms and technologies have been 
proposed and developed for image segmentation, among 
which the normalized cut (N-cut) [26] has been a 
promising method and active research area due to better 
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quality. But the N-cut can't process medium and large 
image dataset online due to incredible memory and time 
complexity. Moreover, the N-cut algorithm can't utilize 
texture information since its basic unit of clustering 
algorithm is pixel. To overcome the drawback and 
improve the description power, we have proposed a 
block-based N-cut algorithm for image segmentation in 
prior work [27], whose basic unit of clustering is image 
block instead of individual pixel. We adopt the proposed 
block-based N-cut algorithm to segment image, which 
can be described as follows:  

a) Segment image into several 7*7 pixels blocks; 
b) Construct color feature vector for image block 

with 72-dimension gray feature vector; 
c) Construct texture feature vector of image block, 

including average, variance, maximum, minimum, and 
weighted centroid pixel. Weighted centroid pixel is 
calculated by convolution product of pixels value 
distribution and normal distribution; 

d) Construct graph G, whose vertex is corresponding 
to image block; 

e) Compute weighted adjacency matrix W, whose 
edge weight wij is similarity and distance metric of node i 
and j corresponding to block i and j respectively; 

f) Compute the unnormalized Laplacian L; 
g) Compute the first m eigenvectors v1, . . . , vm of 

the generalized eigenproblem Lv =λDv; 
h) Let V∈Rn×m be the matrix containing the vectors 

v1, . . . , vm as columns; 
i) For i = 1, . . . , n, let yi∈  Rm be the vector 

corresponding to the i-th row of V; 
j) Select the optimal parameters k and m; 
k) Cluster the points (yi)i=1,...,n in Rm with the k-

means algorithm into clusters C1, . . . ,Ck. 

B.  Feature Vector Extraction 
Image visual feature can be color, texture, and shape 

information. Color is the most used visual feature for 
image retrieval due to its efficiency. Shape is one of the 
most important features for describing the object, which 
means that it suitable for object recognition. Texture is an 
important element of images for surface, object 
identification, and region distinctions, which means the 
texture has more discriminative ability for region feature. 
The shape information aims to determine and identify 
different region. We don't use the edge information as 
shape signature. We have compared many texture feature 
including co-occurrence matrix, texture structure, 
frequency spectral method, and gray histogram by 
experiments. The results show that the gray histogram is 
a better choice due to its better performance and suitable 
to large-scale data-processing need. We use color 
histogram as color feature. The feature vector of region is 
a combination of texture and color feature of 
corresponding region. The blobs are generated by 
clustering algorithm such as k-means. 

V. EXPERIMENTAL RESULTS 

A.  Experimental Design 
We use the Ground Truth Image Database provided by 

University of Washington [28] as training and test image 
dataset, which have been manually annotated with an 
average of 5 keywords per image. The total collection 
consists of 17 categories, each containing about 58 
broadly similar images. We divided the dataset into three 
parts--with 60% training set image, 20% evaluation set 
images and 20% testing set images. The images of 
training dataset are annotated with keywords manually. 
The system automatically annotated the other 40% 
dataset. The annotation keywords, blobs information, 
region-based feature vector of all the collection are stored 
in database. 

If a user submits a query image, the annotation module 
of the system will assign certain annotations to the query 
image. The process is as follow. Firstly, the system 
extracts the region-based feature vector from the image. 
Secondly, translate the feature vectors into blob IDs. 
Thirdly, generate the annotation for query image using 
relevance model. Fourthly, if the size of the keywords 
vocabulary is n, then the query feature vector q is 
represented as q={w1,q, w2,q, …, wn,q}, and the feature 
vector of vector space model for image j is represented as 
Ij={ w1,j, w2,j, …, wn,j }. Fifthly, the system retrieves the 
candidate image with respect to the region feature vectors 
of the query image. Sixthly, the system filters the 
candidate retrieval images using annotations of query. 
Finally, the top N similar retrieval images are considered 
as final retrieval images. 

Although all the images have been segmented and 
features have been extracted from every region when 
generating blobs in reposition module, the region-based 
feature vector is only to generate blob and only a few will 
be used in every query, so the system doesn't store the 
region-based feature vector. After refining the result 
images according to blobs similarity, the system 
segments each of refined result images into regions, and 
extracts region-based feature vector online. Apply k-
means to adaptively generate k clusters with k depending 
on the image being processed. The collection of pixels in 
the same region forms a relatively homogeneous region 
of color and texture. Supposed the zl is the feature vector 
of region l, the feature vector of image can be represented 
as {(z1, f1), (z2, f2), .., (zk, fk)}, a weight set of vectors, 
where fl is the percentage of pixels falling into region l. 
We use fl to represent the significance of region l from 
the view of visual content.  

In distance or similarity metrics, the measurement 
always uses one-to-one mapping formula, such as 
Euclidean distance, Minkowski, which can only be 
applied to measure similarity between two vectors with 
the same size. But for different size of comparing vector, 
the traditional methods are unsuitable. In this paper, we 
use Earth Movers Distance (EMD) as similarity formula 
to measure the similarity of two images described by a 
weight set of vectors with different size. Let P ={(p1, 
wp1), …, (pm, wpm)} be the first signature with m regions, 
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 (A) Retrieval Results in CBIR using region feature. 

(B) Multimodal Image Retrieval with Refined Annotations.  

Figure 2. Retrieval performance comparison between our proposed 
approach and region-based image retrieval 

 (A) Retrieval Results in CBIR using global feature 

(B) Multimodal Retrieval Image with Refined Annotations.  

Figure 3. Retrieval performance comparison between our proposed 
approach and global feature-based image retrieval 

where pi is the region representative and wpi is the weight 
of the region; Q={(q1, wq1), …, (qn, wqn)} be the second 
signature with n regions; and D=[dij] be the ground 
distance matrix where dij is the ground distance between 
regions pi and qj. The main task of similarity computation 
is to find a flow F=[fij], with fij the flow between pi and qj.    

B.  Performance Evaluation  
There is no direct evaluation metrics for automatic 

image annotation. As the images of Washington dataset 
have been manually annotated, we can compare the 
automatic annotation with manual annotation so as to 
evaluate the annotation performance. We can measure the 
performance of annotation according to the multimodal 

image retrieval, which combines annotation keyword-
based image retrieval into the content-based image 
retrieval. The performance of retrieval is evaluated by F, 
which is defined as 2*MAP*Recall/(MAP+Recall). MAP 
(Mean average Precision) is the arithmetic mean of 
average precision, while recall is percentage of all the 
relevant images in the search database which are 
retrieved. 

C.  Experimental Results 
To evaluate the proposed algorithm, we use the 

multimodal image retrieval system, which retrieves 
images based on annotation keywords and region feature. 
The Fig.2 (A) and Fig.3 (A) are the results of content-
based image retrieval system, and the Fig.2 (B) and Fig.3 
(B) are the results of multimodal image retrieval system 
respectively. As shown in Fig.2, the multimodal image 
retrieval system using our proposed image annotation 
refinement algorithm outperforms the traditional content-
based image retrieval using region feature. When the 
image feature vector is global feature in CBIR, the 
multimodal retrieval using proposed image annotation 
refinement algorithm is far superior to the CBIR. 

VI. CONCLUSIONS AND FUTURE WORKS 

In this paper, we propose a novel approach based on 
mutual information to automatically refine image 
annotation. In contrast to previous algorithms, our 
algorithm not only permits that the annotations with 
higher probabilities deny the annotations with lower 
probabilities, but also permits that the annotations with 
lower probabilities deny the annotations with higher 
probabilities. When computing the dependency between 
annotations, we introduce weighted combination assigned 
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by original corresponding probability. Experimental 
results demonstrate the effectiveness and efficiency of 
our proposed approach for refining image annotations. 

We believe that image annotation refinement will be 
research focus in the future. However, to make image 
annotation ideal performance still has a long way to go. 
To really advance the image annotation and refinement, it 
has been increasingly accepted that other research 
domains achievements are need. In the future work, 
researchers may combine image analysis and 
understanding with context information, prior knowledge, 
pattern recognition, machine learning, and more domain 
knowledge to improve refinement algorithm. 
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