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Abstract—Equipped with powerful machines and complex large databases (e.g. DB2, MS SQL Server, Oracle etc.). They
softwares, web servers providing services are widely usedlia consume many server resources.
over the Internet. But, how to specify their behaviors are In process algebras [22], [18], [3], [14], [16], [5], there
interesting and meaningful. However, process algebras nadays . . . h
cannot specify the behaviors of web servers with time limitdons is a default executing policy namedviaximal Progr_es’é‘.
and different groups of clients who are belong to different From the above example, we can see clearly that this default
groups/priorities. The behaviors of web servers can be exgssed executing policy is too abstract for systems to schedule the
by actions equipped with parameters of timet and priority w. services/actions. A more doable policy which can speciéy th
We present a process algebra with timed-priority executingpolicy  pehayiors of web servers is required, based on this, we peopo
which can specify the behaviors of web servers. . S . .

Key words: process algebra, executing policy, web server, time & Process algebra Wltﬂrmed-pnorltyexe_cutlng policy to meet
limitation, priority. the need which can be taken as a refinement of aximal

Progress$ executing policy for web servers.
l. INTRODUCTION According to the timed-priority policy, we classify the

Internet has infiltrated into common life world wide.choice composition- into two groups: one is “internal choice
Equipped with powerful machines and complex softwares, webmposition” @, through which system can decide which
servers form the core of the Internet. They provide servicastion is to be executed (viz. the choice for server encoadte
for the whole Internet. Their behaviors are composed by alith processes:, b and ¢ at the same time); the other is
kinds of actions they can perform. Thus, their behavior afexternal choice composition¥, which is the options exposed
meaningful and interesting for us to study. We can show thigr environment, and the system has no idea which one to
by the following example. be executed next (viz. the choice for clients to requeseeith
Example 1.1 There is a web server providing three kinds ofile or data from the server). We also focus on the parallel
services includindile servicedataservice andnternalservice composition with which systems can execute actions on its
at the same time. Accordingly, there are three kinds of retgue decision i.e. pick up actions through components undetipbra
They arefile requestsdenoted by actions; (¢;,w;) (¢ > 1), composition.
data requestslenoted by action9;(¢;,w;) (j > 1), and After defining the language for process algebra with timed-
internal requestslenoted by actionsy(t;, wy) (k > 1). Fig. priority execution policy, we show the operational semamti
1 demonstrates the workflow of the web server. for its operators. By analyzing the operators’ behaviors, w

During the system runs, web servers may face the situatigive out the axioms operators in our language. As there are
that three kinds services are requested at the same tirseme changes in both choice and parallel compositions, we
They meet different needs, and intuitively, we have reasoonstruct intuitive algorithms for them under timed-pitipr
to assign the priority parameters)! > w; and w} > w, executing policy. Bisimulation relationships play an impo
(w; In a;(t;, w;), wi in b;(t},w)) andwy in ¢;(t),w})) with tant role in the study of process algebras. According to the
w; = w;. Actionse; (¢, w!') in processe are internal requests operators in process algebra with timed-priority, we define
which update web server’s information, and they are criticastrong bisimulation, weak bisimulation and the expansawm |
for the correctness of services,(t;,w;) in processa are as equivalent relationships in this language.
external requests for files and they do not consume muchrlhis paper is organized as follows. Section 2 defines the
server resourcesh; (t}, w}) in processh are external requests language for process algebra with timed-priority exeautin
for data which are stored in the web server in the form gdolicy. Section 3 defines the operational semantics. Sectio
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a3(ts,wz) az(t2,w2) ai(ti,wi)
Process a : ) . . O || Svrpie

CS(t3 Q) Cz(t2 U’z) Cl( wl)

Process ¢ : .o Ol|Svrnternat <— Server
b3 (t5,w5) ba(ty,w z) b1 (t] wl)

Process b : e o © || Svrpata

Fig. 1. Web server provids three kinds of services

4 lists out axioms for all operators. Section 5 proposesExample 2.1 Revisit example 1.1, we can specify the
algorithms for internal choice composition and paralleineo behaviors of the server as

position under timed-priority policy. Section 6 proposés t
equational relationships including strong bisimulatioreak

bisimulation and the expansion law. Section 7 concludes thtom the above formula. we can see that three services
paper. (Svrpite, SUrnternar @Nd Svrpasa) run synchronously under
parallel composition.

For file service, the web server transfers files to its clients

We introduce the |anguage of process a|gebra Witted- OnN requests. We userans to denote it and it can be Specified

priority executing policy in this section. The grammar is:  as Svrpie = Trans.Svrp;e. As there aren countable files
in the serverT'rans can be refined to

Server := Svrpie||Svrinternat || SV Data

II. LANGUAGE

P: = 0|v]d]a(tw) P|PUP\P@P|PP\

PllsP | P\L | Plf |X ‘ fiz(X = B) Trans = (Filei(t1,w1)W Filea(ta, ws) W+ W

Filey(tn, wy)). Trans
0 is the constant nameempty processndicating inactive . .
Py P g For data service, it based on databasesSarver. There

rocess capable of doing nothin
P v is the F::onstant narr?ewccegsful terminatiomdicatin are four kinds of actions associated with iielect(t;, w;),
g Delete(t;,w}), Update(t;,w}) and Insert(t;,w}) (i > 1).

a process terminate successfully. A Wi —
0 is the constant namedeadlockindicating unsuccessful Accordmgly, the behaviors of thvrpai, can be specified as
termination of a process capable of doing nothing. Svrpata = (Select(t;,w}) W Delete(t), w})
a(t,w).P is action prefixing. Only when(¢, w) is executed,_ Update(t,,w) W Insert(t,, w))).Svrpata
system can behave process There are two parameters in
a(t,w): t indicates the time left before actiom had to be For internal service based on Fig. 1.Svrrernal
finished, andw indicates the priority of the action in the has two kinds of actions: Updatery.(t],w)) and
system runs. Updatepata (), w)) (i > 1)) representing general action
Py P is theexternalchoice composition for interaction be-c;(¢/,w}) which can be specified asSvripterna =
tween system and environment. It is totally non-deterrtimis (Updatepi. (], w}) & Updatepata (], w))).SvT nternat-
for system. Thus, the behaviors of web serv@¢rver can be specified
P @ P is theinternal choice composition which is decidedas
by the system itself.

P;Q is the sequential composition. Only when procéss Server = (Filex(ty,w1) W Files( tQ’wQ) SO
terminates successfully) can get its turn for execution. Filen(tn, wn))l|(Select(t;, w;)
P||sQ is the parallel composition. It represents a situation Delete(t;, w)) & Update( w;) W
\gvh((a)nP andtQ wq[Lk toget_ther t_odperforgw a;lctwmes in the set Insert(t;, w)))||(Update pae (£, w)) &
. Or executes other actions independently.
P Y Update pata(t; , w?)).

P\ L is the hiding operator. It behaves &sexcept that
any activities of in setl, are hidden Now, the behaviors of web server are specified by the
P[f] is the relabelling operator. It behaves ligwith its language defined above.
actions relabelled by functiof.
X is a bound process variable. It is used in recursifd Operational semantics and axioms
expressions. Based on the informal expressions of the language in the
fiz(X = E) is the recursive expression, we treat recursiyerevious section, we give out its formal operational sefant
expression as fixed-point to express the recursive processiow. All deduction rules of the language listed in this table
the real world. are in form ofa(t, w).
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Action prefix et o
a(t,w).P 22 p
a(t,w) -, a(t,w) -,
—= P B
External Choiceﬁ u
PwQ 2L, pr PwQ 2w, o
a(t,w) , a(t',w') , a(t',w') f a(t,w) f
P T P P
Internal Choice ’3 ) Q (w>w') ’tQ Q (w=w',t<t)
PWQ a(t,w pr PWQ a(t,w) Q'
P a(t,w) p Q a(t,w) Q/
Parallel ) (a g S) ) (a g 8)
PllsQ — P'||sQ PllsQ — P||sQ’
(' w') a(t' w')
P a P! ’
(;Q) Q (a € S) where(t,w) = (maz(t',t"), min(w’,w"))
PllsQ —— P'||sQ’
(t,w) a(t,w)
p X2, pr p 222 pr
Hiding - (a g L) —  _(a€l)
P\L 2, pr P\L = P'\L
. P a(t,w) p
Relabelling ()
P[f] ———= P[]
o atw) .,
Recursion E{fin(X = E)/Xi £
fiz(X = B) 28,

TABLE |
THE OPERATIONAL SEMANTICS OF PROCESS ALGEBRA WITH TIMEfPRIORITY EXECUTING POLICY

Action prefix: a(t,w).P can evolve toP by executing ac- « ¢ S while @ remains unchanged. It is similar with

tion a(t, w) within time limitation¢. Parametet representing
priority does not take effect in terma(t, w).P for there is no

other competitive actions involved.

Sequential composition P;Q. @ can get its turn for

execution only wherP terminates successfully.

a(t,w)

@ () @ (a &9).
P||sQ —= P||sQ’

a(t' ,w’)

a(t” ’w//)

P, Q
PllsQ = P'[|sQ’

Q/

As to rule (a € 9), there

Termination predicator: v indicates the successful termi-is an internal action- (can also ber(t, w)). SystemP||sQ
nation of a process which can be distinguished from deadloglglves toP’'||sQ’ by executing an internal action

).

System waits until to the point where neithét or @

External Choice: @ is an interface between system an@dan wait any longer. That point is = min(t',t"). P||sQ

environment. System provides external choices for its -en¥jeeds corporation of botR and@ to perform internal action
ronment, and the environment can accomplish its purposesdyThe priority of the actionr is the lighter one which

interacting with themly is completely non-deterministic foris « = min(w’,w”), then we get the conditiofit, w) =

system.
a(t,w)

N

a(t,w) pr

In formula
PyQ

action a(t,w) to execute among actions available provide

by the system.

a(t,w

p &) pr
a(t,w)

(a ¢ 5)
L PllsQ ——= P'|[sQ
indicates thatP evolves to P’ by executinga(t,w) with

Parallel composition Rule
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(min(t',t"), min(w', w")).
Hiding: P\ L behaves likeP except that any activities of

, the environment picks UP yhes \within setr, are hidden.

q Relabeling P[f] is the relabeling operato’[f] behaves
like P with its actions relabeled by functiofi.

Recursion The meaning of recursion operator is given by
equation such a&{ fiz(X = F)/X}, provided that process
variable X is guarded in the expressidn, and the system run
of E{fiz(X = E)/X} can be taken as a fixed-point, which
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means the the final step of one cycle run of the system leadS) if Action_Number =1

to the starting point of the system run. 4) do a;(t;,w;)||CPU

5) else Priority_Action_Number =
count(max(w;))  /lthe number of actions belong to

Providing sound and complete axiomatizations for various  the maximalpriority

B. Axioms

equivalence relations has been one of the major researidstop 6) if Priority_Action_Number = 1
in the development of process theories. 7) do a;(t;, w;)||CPU with maz(w;)

In table I, we use+ to stands forp andw when there is  8) else do a;(t;,w;)||CPU with maz(w;) A
no confusion. min(t;)

There are two axioms about the distributive law among 9) endif

internal choice® and external choic&y, both of them can 10) endif
distribute over each other, and they are showrDllyandD2.  11) endwhile

IIl. ALGORITHMS

Under timed-priority executing policy, there are some V. EQUATIONAL THEORIES

changes ininternal Ch‘?ice@ and parqllel (;omposition||5, Equivalence relations have been studied in classic [3], [18

and we propose algorithms for them in this section. [2], probabilistic [4], [7], [9], [11], [19], [20], [23], [Z].

A. Algorithm for internal choice composition [27], timed and stochastic process algebra [24], [5], [13],

If th . | o (£ 10 ilable. th ¢ [14], [17] to compare components and to replace a component
ere is only one action (t;, w;) available, the sys emfv(\)/irth another which exhibits an equivalent behavior, but Aas

executes it. If there are more than one actions ready | . laeb ith ti o
execution, the system can schedule their order by certsljrr1nIO er repre;entaﬂon. In process algevra wit tlm?dFW
) ' : : o <"(!,*xecutlng policy, we also study its equational theories.
algorithm under policy of timed-priority.
Example 4.1 Revisit example 1.1, there are three lines of

sequential actions representing clients with differeriopties. A. Strong bisimulation
Processc owns the biggest priority, the system will haland In strong bisimulation, there is no difference between ob-

b whenc is ready for execution. . .. servable action and internal action. All actions can be olesk
Based on the analysis, we design the following algorlthlghd compared together with their parameters

for SChe‘,’“"”Q: Definition 5.1 A binary relationS C P x P over processes
1) while 3a;(t;, w;) with action in the form ofa(t,w) is a strong bisimulation
2)  Action_Number = count(ai(ti;w;)) —/ithe num-ynger policy ofimed-priority if (P,Q) € S implies, for all

ber of actions alt,w) € Act,

3) if Action_Number =1 a(tow) a(tw)

4) do a;(t;, w;) « Whenever? —— P’ then, for some&)’, Q ——— Q'

5) else Priority_Action_Number = and (P, Q") € S;

count(max(w;)) llthe number of actions belong ., wheneve) Y ¢’ then, for someP’, p 2, pr
to the maximalpriority and (P',Q) € S.

6) if Priority_Action_Number = 1 e . .

7) do ai(ts, w;) With maz(w;) qued on definition 5.1, we define the strong equivalence

8) else do a;(t;, w;) with max(w;) A min(t;) rela_thr_]' )

9) endif D_efm!tlon 5_.2 P and @ are strongly equivalent or stror_lgly
10)  endif bls!rmlar wrlltten asP ~(tw) .Q w.r.t. a(t, w). under execution
11) endwhile policies of timed-priority. This may be equivalently expressed

as follows:
B. Algorithm for parallel composition

Under timed-priority executing policy, system can also ~¢w) = U{S|S is a strong bisimulation under policy

schedule the executing for parallel composition. of timed-priority}

Example 4.2 Revisit example 1.1, we know thatb andc
are parallel processes. In the system runs, processesndc  Theorem 5.3~, ,,) is orthogonal extension of process alge-
apply CPU resources in the form af]|b||c||CPU. According bras both on timed and priority.
to timed-priority policy, we know thatgets theC'PU resource  proof: If we omit the parameter of in ~(taw)ys ~(tw) DE-
and executes; U b gets its turn afterc terminates. comes~,, which represents the weak bisimulation of priority.
Based on the analysis, we have the following algorithm: Otherwise, if we omit the parameter af in ~ () ~ ()
1) while Ja;(t;, w;)||CPU becomes~; which represents the weak bisimulation of real
2)  Action_Number = count(a;(t;,w;)) /lthe number time. Thus, we know that- ,, is orthogonal extension of
of actions process algebras both timed and priority. O
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P+Q=Q+P Al a-7T-P=a-P T1
P+(Q+R)=(P+Q)+R A2 T-P=17-P+P T2
P+P=P A3 P (r-Q+R)=P-(r-Q+R)+P-Q T3
(P+Q)-R=P-R+Q R A4
(P-Q)-R=P-(Q-R) A5 P||lsO=P c1
Pys=P A6 Plls6 =P c2
§-P=4 A7 P||lsQ = Q||sP C3
P+0=P A8 (P+Q)||sR=P||sR+Q||sR ca
P.0=P A9 R||s(P + Q) = R||sP + R||sQ c5
0-P=P A10

plfl=p if p={0,v,6} L1
Su(r)=T HO  plf] = f(p) L2
dp(a) =a if a g H H1 Plid| = P L3
() =06 ifacH H2  (P+Q)f] = Plf1+Qlf] L4
SH(P+Q)=6u(P)+6u(Q)  H3  (P-Q)Ifl=(Plf]) (QLf) L5
u(P- Q) =6r(P) 61 (Q) He  P[f]lg) = P[fog] L6
56K (P) = 60K (P) H5  (PlIsQ)f] = (PIDIIsip(QLD) L7
P (QWR)=(PeQ)y(PdR) D1 PY(QPR) =(PUQ)® (PYR) D2
fiz(X = E) = E{fiz(X = E)/X} R1
If F=FE{F/X}thenF = fiz(X = E), with X is guarded inE R2
fiz(X = X+ E) = fiz(X = E) R3
fir(X=7-X+E)= fiz(X =7-F) R4
fir(X=7-(X+E)+F)=fix(X =7+ X+E+F) R5

TABLE Il

THE AXIOMS OF PROCESS ALGEBRA WITH TIMEBPRIORITY EXECUTING POLICY

B. Weak bisimulation E éA E'.

Note that ift € £* this just meand’ L F', sincet = {

Under situation that internal actionis unobservable, thus . . . . .
eg]ls case. But notice thak’ is a r-descendent of iff

only observable actions can be compared between proceég T ~ 0. and this includes th 0
which yields weak bisimulation More precisely, we merely h':>h o o_r zomen =0, an IS Includes the case= 0N
require that each internal actiancan just be omitted from whic == ) ) )
the process. Now, we summarize the differences between three relations

~ to i " - .
Definition 5.4 If ¢ € Act*, thent € £* is the sequence gained—, =, and = for ¢ € Act*. Each specifies an action-
by deleting all occurrences af from ¢. sequence with exactly the same observable contemnias the

Note: 7 = 0 (the empty sequence). possibilities for intervening actions are different’s specifies

Now we define a new labeled transition systéfC*, {= exactly ther actions occurring ir; = specifies at least the
| s € £*}) over process expressions, in which the transitionactions occurring irt; = specifies nothing about actions.
relations é. are defined as foIonvs. For convenience_ We Thus P % P/ implies P & P/, and P & P’ implies
actually define= for all t € Act*, i.e. for sequences which _ %

- Le P4 p.
may contain internal action: Definition 5.7 A binary relationS C P x P over processes
.. . . X
Definition 55 If t = ay---a, € Act*, thenE L B if y . b

Ty Gy o e ) p with action in form ofa(t,w) is a weak bisimulationunder
E(5)(F)(5)" - (5)(F)(5)"E We also writel =10 policy of timed-priority, if (P,Q) € S implies, for all
mean thatEl = E’ for someE’.

i , i a(t,w) € Act,
Thus E 2 E' means thatE(5)(-%)(5) (%) () E' for ata) o
somep,q,r > 0. Note also thatz = E' iff E = E' for  ° Whene/verfD — P then, for some’, @ =" Q
somen > 0. and (P, Q) € 5;

Definition 5.6 If ¢t € Act*, then ' is a t-descendant of? iff  « WheneverQ “““% ¢’ then, for somep’, P %) pr
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and(P’,Q’) € S.

T
where thea(:>w) mean

sequence).

Definition 5.8 P and @ are observation equivalent or
weakly bisimilar under timed-priority execution policy;itten
P =g, Q,if (P,Q) € S. That is,

7 altw)

s 20, TN and7i — 0 (the empty

U{S | § is a bisimulation under policy
of timed-priority}

~(t,w)

Theorem 5.9 ~(; )=~ (,u)

Proof: straight forward. a

Theorem 5.10 ~, ., is orthogonal extension of process

algebras both timed and priority w.

Proof: Parametert represents the time left for action to
accomplish, and parameterrepresents the weight/priority of
the action. Sof andw are independent parameters. If we add

to process algebra, we get real-time process algebra. Itide a

1693

processes, though unobservable, we have reason to bdiave t
the system behaves in the same way.

Theorem 5.12The expansion law under timed-priority policy
is orthogonal extension of process algebras both on timdd an
priority.

Proof: If we omit the parameter of, by dropping allt from

the formula, the expansion law becomes

P~ Y {alw).(Pills-[IsPills - llsPa) |
52

Pi i> PZ/7G(’LU) ¢ va = wmaz}
+> a@).(Pills - [[sP/lls - [|sPn) |
)

P2 pra(w) ¢ S}
+3°{r(Pills - IsPlls - [|sPi--llsPa) |

P4 P P L PLi<jiles)

w to process algebra, we get a process algebra with priori@therwise, if we omit the parameter af by dropping allw
Now, we add botht and w into process algebra, then wefrom the formula, the expansion law becomes

get the process algebra with timed-priority executing goli

This process algebra can tackle the behaviors of inteligen

systems. Thenyx, ., is orthogonal extension of bothand
w. O
Note: If we omit parametet, ~; ,, becomes~,, which
is the weak bisimulation of priority. What's more, if we
omit the parametenw, ~,), becomesz; which is the
weak bisimulation of real time. Thus, we know thaf,

is orthogonal extension of process algebras both timed and

priority.

C. The expansion law
The expansion law shows all possible executions of co

current systems. The nondeterminism and concurrency of the

executions in complex systems can be showed clearly by t
law.
Definition 5.11 The expansion law undertimed-priority

policy
Let P = (Pills---|lsPn), withn > 1. Then

P~ % Ha(t,w).(Pills--|IsP/lls - |lsPa) |
52}

J AN Pl a(t,w) & S,t = tmin,w = wmax}
+> Aalt,w).(Pills--[|sP/lls - [lsPa) |
W

a(t,w)

B —‘%P{aa(tvw) ¢S}
+) AT (Pills - NIsPlls - lIsP] - llsPa) |
pL P, PLPLi<jles)

Under internal choice compositiom, action a(t,w) is
executed amongd”; (1 < ¢ < n). System selects a action
with the biggest priorityw,,,.,. and the least time,,;,. As for

P o~ > {a®).(Pills--|lsP/lls - [lsPa) |
@

P % Plla(t) € St = tyin}
+> {at).(Prlls - [IsP/lls - |lsPn) |
)

P p

ilaa(t) QS}
+> {r(@ills-llsPllls - 11sP} -+ |lsP) |
P4 PP L PlLi<jles)

Thus, we know that-, .,y is orthogonal extension of process
algebras both timed and priority. O

Recursiveness

Rs

In this section, we study the equivalent relationship about
recursive behavior in our language.
Definition 5.13 For strong bisimulation relationships under
timed-priority execution policyE' ~; ) I if, for all indexed
setsP of processesE{P/X} ~(.., F{P/X}.

We also useF ~(t,w) F to represent component-wise
congruence betweeh and F.
Proposition 5.141f A < P, then4 ~(, ., P.
Proof: By the operational semantics @fongruencewe see
that for alli, A; and P; have exactly the same derivatives, and
the result follows directly. O

Now we are ready to show that ,) is preserved by
recursive definition. _ N
Proposition 5.15Let E and F' contain variablesX at most.
Let A E{A/X}, BY F{B/X} and E ~(,., F. Then
A ~(t,w) B.
Proof: We shall deal only with the case of single recursion
equations, thus replacing, ', A, Bby E, F, A, B. So assume

external choice compositiod, system responds according to

the choices of its clients. For internal actienbetween two

© 2011 ACADEMY PUBLISHER
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It will be enough to show thaf is a strong bisimulation up However, one default policy is not enough to specify all
t0 ~(¢,4), Where behaviors of complex systems. Based on this, we proposed a

B . process algebra with timed-priority executing policy. idos
s = {(G{4/X},G{B/X}) | G contains at most the in this process algebra are equipped with parameters afityrio

variable X'} w and timet.
For then, by t_aki_n@_ — X, it follows that A ~(; ., B. For a(t,wl), parameter represents time limitation, ana}_
To show this, it will be enough to prove that represents its priority. New action structwé, w) makes it
It G{A/X} i> P’ then, for some)’ and Q" more flexible for system to schedule its services/behaviors
G{B/X} % Q" ( | Q' wiith (P’ Q”) cs Compared with other process languages, there are some
~(t,w , ;

0ﬁ;]hanges in our language: we refined choice composition

the depth of the inference by which the actiGiA /X } % P’ into internal choice® and external choiced. As timed-
is inferred. We argue by cases on the formeaf priority executing policy affects the behaviors of intdrna

_ _ a. . choice composition and parallel composition, we construct
Case 1G = X. Then G{4/X} = 4, sod = P, algorithms for them under the definitions.
After giving out operational semantics of our language,
p we proposed axioms for its operators. Equivalence relation
But EdN F, so F{B/X} = Q" ~uw Q' and are important in the study of process algebras, based on
since B Y F{B/X}, G{B/X} = B % Q" ~u., the analysis of timed-priority, we defined strong bisimiolat
Q', with (P, Q") € S are required. weak bisimulation and expansion law for the process languag
Case 2G' = a-G'. ThenG{A/X} = a-G'{A/X},S0P’' = in this paper.
G'{A/X}; alsoG{B/X}=a-G'{B/X} % G'{B/X}and  Through the study of process algebra witmed-priority

We shall prove the above formula by transition induction,

hence alsoE{A/X} % P’ by a shorter inference. Hence,
by induction E{B/X} = Q" ~(.., @', with (P',Q’) € S.

clearly (G'{A/X},G'{B/X} € S) as required. executing policy, we found out that there were some changes
Case 3G =G1 @ G2 andG = Gy W Go. in the operational semantics according to the timed-iyiori
This is simpler than the following case, and we omit thexecuting policy. However, all axioms for operators in this
proof. language remained unchanged.
Case 4 G = Gi|lsG2. Then G{A/X} In this paper, we also proved that equivalent relations as

G1{A/X}||sG2{A/X}. There are three cases for thestrong bisimulation, weak bisimulation and expansion las a
action G{A/X} % P’, according to whether it arises fromall orthogonal extensions of process algebras both on tirde a
one or other component alone or from a communicatiopriority.
We shall treat only the case in which < S, and

Gi1{A/X} & P|, G2{A/X} = Py where P’ = P|||sPs. _ .
Now each component action has a shorter inference, so byl is work was partially supported by the Fundamental

induction Gy {A/X} % QY ~(.w) Q) with (P, Q}) € S Research Funds for the Central Universities (No. lzujbky-
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