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Abstract— This paper compares the emotional pattern recognition method between standard BP neural network classifier and BP neural network classifier improved by the L-M algorithm. Then we compare the method Support Vector Machine (SVM) to them. Experiment analyzes wavelet transform of surface Electromyography (EMG) to extract the maximum and minimum wavelet coefficients of multi-scale firstly. We then input the two kinds of classifier of the structural feature vector for emotion recognition. The experimental result shows that the standard BP neural network classifier, L-M improved BP neural network classifier and support vector machine’s overall pattern recognition rate is 62.5%, 83.33% and 91.67 respectively. Experimental result shows that feature vector extracted by the wavelet transform can characterize emotional patterns through the comparison with the BP neural network classifier and Support Vector Machine, indicating that the Support Vector Machine have a stronger emotional recognition effect.

Index Terms— Surface Electromyography (EMG) Signal; Emotional Pattern Recognition; Support Vector Machine (SVM); Wavelet Transform; L-M algorithm

I. INTRODUCTION

Surface EMG(surface electromyography)signals, also known as EMG, is the one-dimensional time series signal obtained(guide, zoom, display and records) by bioelectrical changes in the skin surface with the activity of neuromuscular system, its detection has non-invasive, real-time, multi-target measurement and other advantages. It reflects the functional status of nerves and muscles and has been widely used in clinical medicine, sports medicine and other fields[1]. The study of emotion recognition has an important significance in understanding human emotions in the role of human intelligence. Emotion recognition is one of the key steps towards emotional intelligence in advanced human-machine interaction. Although many efforts have been taken recently to recognize emotions using facial expressions, speech and physiological signals [2, 3, 4, 5], current recognition systems are not yet advanced enough to be used in realistic applications.

In daily life, human intelligence not only shows in the normal rational thinking and logical reasoning ability, but also in the normal emotional capabilities. Computer science, this ability to promote the establishment of a friendly man-machine interface is of great significance. As the deepening of affective computing, the request for emotion recognition technology will be correspondingly enhanced.

This article uses the surface EMG signal with objective data for six-scale decomposition of surface EMG with the method of wavelet transform and extract the maximum and minimum of multi-scale wavelet coefficients, constructing 14-dimensional feature vector, respectively, input into the standard BP neural network, the L-M algorithm improved BP neural network classifier and Support Vector Machine (SVM) for emotion recognition.

II. RECOGNITION METHODS

A. L-M algorithm based on improved BP neural network

BP neural network is fully named as the Back-Propagation Network, that is, back-propagation network. It is a forward multi-layer network, which uses the error back-propagation algorithm to train the network. BP algorithm was proposed by Rumelhart et al [6] in 1986, and since then, due to simple structure, multi-adjustable parameters, much training algorithm and good operational performance, BP neural network got a wide range of practical application.

The network structure of the three-layer BP neural network is shown in Figure 1, from which we can see that, BP neural network contains an input layer, a middle layer (hidden layer) and an output layer. There is a full connectivity between the upper and lower layers and no connections between neurons in each layer. For the input signal, it needs to spread towards to hidden layer nodes and transformed by the function, then transmit the input signal of hidden layer nodes to the output layer nodes. Usually, the transfer function of BP neural network is Sigmoid Type differentiable function, which can achieve arbitrary non-linear mapping between the input and output, so BP network has been widely applied in pattern recognition, function approximation and other areas [6].

The three nodes of the BP network is represented as:

input node $x_j$, hidden node $y_i$, output node $\sigma_j$, network weight of input node $w_j$, network weight of hidden node
and output node $T_i$, the expectation output the output node $t_i$, Figure 1 shows the BP neural network structure.

![BP neural network structure](image)

**Figure 1. BP neural network structure**

The basic learning algorithm of BP neural network:

1) Determine the various learning parameters on the basis of the known network structure, including neuron number of input layer, hidden layer, output layer, learning rate and error parameters.

2) Initialize the network weights and thresholds.

3) Provide learning sample: input vector and target vector.

4) Start to learn, and do the following for each sample:

   a. Forward-calculation of the $j$ unit in the $l$ layer:

   \[
   y_{j}^{(l)}(n) = \sum_{i=0}^{T} w_{ji}^{(l)} y_{i}^{(l-1)}(n)
   \]

   Equation (7) $y_{j}^{(l-1)}(n)$ is the signal transmitted from unit $i$, set $y_{j}^{(0)} = -1$, $w_{j0}^{(l)} = \theta_{j}^{(l)}(n)$ of the $(l-1)$ layer.

   If the activation function of $j$ unit is sigmoid function, then:

   \[
   y_{j}^{(l)}(n) = \frac{1}{1 + \exp(-v_{j}^{(l)}(n))}
   \]

   And we can get:

   \[
   f'(y_{j}(n)) = \frac{\partial y_{j}^{(l)}(n)}{\partial y_{j}(n)} = y_{j}(n)[1 - y_{j}(n)]
   \]

   If the $j$ unit belongs to the first hidden layer $(l = 1)$, then

   \[
   y_{j}^{(0)} = x_{j}(n)
   \]

   If the $j$ unit belongs to the output layer $(l = L)$, then

   \[
   y_{j}^{(L)}(n) = O_{j}(n)
   \]

   \[
   e_{j}(n) = d_{j}(n) - O_{j}(n)
   \]

   b. back-calculation of $\delta$:

   For the output units,

   \[
   \delta_{j}^{(L)}(n) = e_{j}^{(L)}(n) O_{j}^{(L)}(n)[1 - O_{j}^{(L)}(n)]
   \]

   And for the hidden layer units,

   \[
   \delta_{j}^{(l)}(n) = y_{j}^{(l)}(n)[1 - y_{j}^{(l)}(n)] \sum_{k} \delta_{k}^{(l+1)}(n) w_{kj}^{(l+1)}(n)
   \]

   c. Fix the right values according to the following:

   \[
   w_{j}^{(l)}(n + 1) = w_{j}^{(l)}(n) + \eta \delta_{j}^{(l)}(n) y_{j}^{(l-1)}(n)
   \]

   5) Enter a new sample until it reaches the error requirement, and the input order of each cycle in training samples needs a re-random order.

   The specific program flow chart of training network using BP algorithm shows as fig.2.
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   **Figure 2. BP Algorithm Flow Chart**

   At present, a number of improved algorithm is put forward for so many shortcomings of the standard BP algorithm, such as the second-order fast BP algorithm, momentum factor method, role function adjust method and so on. These improved methods improve obviously in convergence speed and approximation accuracy than the gradient descent method. But for the problem with many variables and large sample input emotional identification, there is low approximation precision and even paralysis of training problems. To this end, L-M algorithm is needed for BP network training. L-M algorithm is an effective method of nonlinear least
squares problem. It is designed to minimize the error sum of squares and is superior to conventional BP algorithm with fast convergence and high approximation accuracy. The network weights, the threshold adjustment is essentially least squares problems of dealing with a non-linear error function E, and therefore L-M algorithm can be used to achieve adjustment of the weight value and the threshold[7,8]. Specific steps of L-M algorithm are as follows:

1. Give the allowed training error ε, constants β and µ0, as well as the initial weight value and threshold vector, giving that k = 0, µ = µ0;
2. Compute network output and error objective function E (xk);
3. Calculate Jacobian matrix J (x);
4. Calculate Δx;
5. If E<ε, go to step (6), else, compute error objective function E (xk). If E(x) k+1 < E(x k), then k=k+1, µ=µ/β, and go to step (2), else go to step (4);
6. End.

B. Pattern classification using support vector machine

Support vector machine method is based on the statistical learning VC dimension theory and the structural risk minimization principle. Here, we briefly describe the principle of pattern classification using the SVM. A two-class classification problem is assumed for simplification. The problem of finding a linear classifier for given data points with a known class label can be described as a problem of finding a separating hyperplane. After finding αi, the classification of a data point xnew is performed as

\[ f(x_{new}) = \text{sign}(\sum_{i=1}^{L} y_i a_i x_{new}^T x_i + b) \]

Here L is the number of support vectors obtained from the maximization. The relationship between the parameter of hyper plane Ω and the Lagrange multiplier αi is given as

\[ a_i = \sum_{i=1}^{L} y_i a_i x_i \]

Actually, the SVM algorithm adopts a preliminary non-linear mapping to higher-dimensional feature space before the linear discrimination. The feature space is hidden from both input and output. The rationale for the non-linear mapping is taken from the Cover theorem. It states that a non-linear mapping to high dimension increases the likelihood of linear separation. The decision function is now expressed as follows, instead of eq. (15):

\[ f(x_{new}) = \text{sign}(\sum_{i=1}^{L} y_i a_i \{ \phi(x_{new}) \}^T \phi(x_i) + b) \]

Here \( \phi(x) \) denotes the non-linear mapping to high dimension. Previous expressions involve computation of an inner product in high dimensional space. Not every mapping \( \phi(x) \) can be expressed in this fashion, and the criteria are stated by Mercer’s theorem. Here, we used a Gaussian kernel. Finally, the decision rule of a given data point is

\[ f(x_{new}) = \text{sign}(\sum_{i=1}^{L} y_i a_i K(x_{new}, x_i) + b) \]

For the general multi class classification problem where the number of classes is larger than 2, ‘one-against-one’ and ‘one against-all’ approaches can be used. The best class label for a specific input vector is determined from voting. It is generally accepted that the ‘one-against-one approach’ gives a better result. Five-
fold cross-validation is used to determine the final parameters of the classifier.

III. EXPERIMENT PROCESS

Experiment was carried out in the Matlab7.6 environment. Acquisition of a high-quality database of physiological signals is vital for the emotion recognition algorithm development. An important concern is the selection of signals that are to be used as input to the emotion recognition system. It is desirable that the influence of emotion on the activity of the nervous system is effectively reflected in the physiological signals employed. Unlike the case of speech recognition or facial expression recognition, where knowledge of the correct class label of a given data point is self-evident, the acquisition of a high-quality physiological signal database with confidence in the underlying emotional status is an intricate task.

It is not at all easy to judge whether the targeted emotional status is properly induced. Even if it is properly induced, the variation in physiological responses among individuals is expected to be enormous. Moreover, it is generally hard to determine whether the phenomenological changes in the physiological signals are from emotional status change or other factors, such as cognition, thought and sensory stimuli [9].

The physiological signal data of EMG is from the Augsburg University in Germany, it is four kinds of emotions, joy, anger, sadness and pleasure, generated by a subject's conduct of music by Johannes Wagner and others through the selective emotional music, with a total of Record a 25-day EMG physiological signals whose signal sampling frequency is 32Hz [10].

This paper uses a quadrature compact Daubechies 5 wavelet as the base function for six-scale decomposition of the EMG physiological signal data each day. And extract the maximum and minimum values composition vector of each layer in wavelet decomposition as the feature vector of the surface EMG signal vector, constituting a 14-dimensional feature vector. The EMG signals Waveform of sadness and wavelet transform coefficients $Wf(a, b)$ in different scales are shown in fig.3.

Then we extract wavelet coefficients of the signal’s maximum value and minimum value. We classify and save four kinds of models of the wavelet coefficients. Figure 4 shows feature extraction procedure of sadness sample of s3 completely. Figures 4(a), (b), (c) and (d) are statistical analysis of samples 1a corresponding to approximation weight $a6$, detail weight $d6$, weight $d5$, weight $d4$, detail weight $d3$, detail weight $d2$ respectively. The features of the EMG can be extracted from the statistical analysis figure, and this paper extracts the maximum and minimum value as the feature vector of different pattern of emotional.
Figure 4. Complete feature extraction of sample sadness from s3
Wavelet Transform analyzed EMG parameters are statistically classified as emotional pattern joy, anger, sadness and pleasure. These parameters are then applied to ANN as training and testing data. Also, these parameters are considered as neurons in ANN. The neurons in a feed forward neural network are organized as a layered structure and connected in a strictly feed forward manner. The structure of a basic feed forward neural network is presented in Fig.1. The feed forward neural network is one of the most widely used ANN s. A great number of successful applications of this type of network have been reported[1].

So, after the six-scale decomposition procedure, we get wavelet coefficients of maximum value and minimum value of a typical emotion pattern of sadness shows as Table I and Table II. There are only six representative samples given. Each emotion classification pattern signal is composed by seven coefficients. Then decompose the six-scale wavelet to get the 14-dimensional feature vector as the input feature vector of EMG for pattern recognition with method of BP neural network, improved LM-BP neural network and Support vector machine.

<table>
<thead>
<tr>
<th>Table I</th>
<th>THE MAXIMUM VALUE OF REPRESENTATIVE SADNESS EMG SIGNAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>sadness</td>
<td></td>
</tr>
<tr>
<td>a6</td>
<td>d6</td>
</tr>
<tr>
<td>1</td>
<td>82.51</td>
</tr>
<tr>
<td>2</td>
<td>56.66</td>
</tr>
<tr>
<td>3</td>
<td>77.68</td>
</tr>
<tr>
<td>4</td>
<td>89.72</td>
</tr>
<tr>
<td>5</td>
<td>59.27</td>
</tr>
<tr>
<td>6</td>
<td>60.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table II</th>
<th>THE MINIMUM VALUE OF REPRESENTATIVE SADNESS EMG SIGNAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>sadness</td>
<td></td>
</tr>
<tr>
<td>a6</td>
<td>d6</td>
</tr>
<tr>
<td>1</td>
<td>-6.993</td>
</tr>
<tr>
<td>2</td>
<td>-5.432</td>
</tr>
<tr>
<td>4</td>
<td>-4.566</td>
</tr>
</tbody>
</table>

Then a three-layer BP neural network is used, input nodes is 14 and the output nodes is 4,which represents four kinds of emotional states, respectively, joy(1000), anger(0100), sadness(0010) and pleasure(0001). For the nodes selection in the middle hidden layer, experiments show that the hidden layer nodes have a significant impact for the performance of neural networks. If too few nodes, each category can not be separated by the network, and if too many nodes, the operation is too big, there maybe "over learning", therefore system performance and efficiency must be taken into comprehensive consideration to determine the hidden layer nodes. In this study, after many experiments comparison, finally select 14 as the hidden layer nodes and the effect is quite good. The training sample set is closely related to network performance. To design a good set of training samples, it is necessary to note that the sample size and also the quality of the sample, that is, the determination of the samples number and sample selection and organization. In this paper, 19 days of 25 days is selected as the training set through experimental selection and comparison and the remaining six days data of data as the test set. Learning rate on network performance impact will be greater. The experiments show that the learning rate is 0.01 and the precision control parameter is 0.01. We take Tansig function as the hidden layer activation function and the logsig function as the output layer activation function.

In this paper, the trained training function in the network training, the function is a standard gradient descent BP algorithm. Figure 5 shows a curve changed by the training process with the number of the error training. As shown in Figure 3, the network training process convergent slowly after 1000 times of training, and also vary greatly with the network training goal error.

![Figure 5](image)

Then L-M algorithm is used to train improved BP neural network classifier and the training function is trainlm. Figure 6 is a curve of error changing with the train number in the training process. As shown by Figure 6, after 273 times of training, the improved BP neural network has reached the requirements of the goal error and the training process convergence fast.

After comprehensive analysis of the above two kinds of training process, we can see that convergence speed of the L-M algorithm improved BP neural network training is fast and the network training error is small. But, at the same time, we find that identification effects of joy and pleasure by BP neural network is not very good, so we use method of Support Vector Machine (SVM) classifier for pattern recognition. The specific model, select a group and led a group of closely related variables instrumental variable, as the SVM input variables as the leading export.
Among them, the output (decision rules) is described as follows: kernal function

\[ k(x, x) = \exp\left(-\frac{|x - x|^2}{2\sigma^2}\right) \]

is the right value of \( a_i \). \( K(X, X) \) is the nonlinear transformation based on n-support vector \( X = (X_1, X_2, ..., X_n) \), the input vector in this paper is \( X = (X_1, X_2, ..., X_n) \).

Enter SVM classifier training set and test set are same as BP neural network. This paper selects radial basis function as kernel function, that is, set kernel-type = 'RBF-kernel'. When Setting gam and sig2, the value of these two parameters are input parameters of the trainls svm function, among which gam is the adjustable parameters to control the degree of punishment if it is right or wrong sub-sample, sig2 is the parameters of RBF kernel function. Through many experiments in this paper the two values are selected as 1. This is the realization of support vector machine algorithms.

In the training process by using the SVM toolbox, the worst impact on the training effect is the selection of related parameters. Here we set on the gam and sig2 the value through several times of choice and setting, thus choose a group of parameters with the largest correct recognition rate as the optimal gam and sig2. Experiment result shows the SVM recognition rate recorded in the experiment through multiple choice of setting different gam and sig2. Experimental result shows that when setting the gam to 1, sig2 to 0.5, we received the best recognition rate.

The result of emotion recognition results by the use of SVM and two types of BP classifier the same set of data shows in Table III. The discrimination efficiency toward the four kinds of emotional of the standard BP neural network classifier is 62.5%, while the discrimination efficiency of the L-M improved BP neural network classifier is 83.33%. We can see that the emotion recognition using the SVM toolbox is more than 87.5% and it is feasible. This Proves that the wavelet coefficients extract from the wavelet transform can characterize emotional patterns. Support vector machine for solving linear equations used to achieve the classification makes the training time greatly reduced.

<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>RECOGNITION EFFECT IN TWO KINDS OF CLASSIFIERS</td>
</tr>
<tr>
<td>Joy</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>BP</td>
</tr>
<tr>
<td>L-M BP</td>
</tr>
<tr>
<td>SVM</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

Identifying the person's emotional state through the physiological signal has drawn increasing attention. This experiment multi-scale decomposition wavelet of EMG signals by wavelet transform and extract the maximum and minimum of wavelet decomposition coefficients to constitute a signal feature vector. Then enter it into the standard BP neural network classifier and the L-M improved BP neural network classifier for emotion recognition method. These two kinds of classifiers are able to detect and identify the surface EMG of four kinds of emotions, joy, anger, sadness and pleasure. And the L-M improved BP neural network has a better recognition effect than the standard BP neural network classifier. The improved BP Network has improved the system response speed and identification accuracy and can effectively eliminate the phenomenon of over-fitting with a good, generalization ability, overcoming some shortcomings of standard BP algorithm. Thus, the L-M improved BP neural network has a great prospect in some areas such as emotion recognition.

Surface EMG analysis, however, is still in stage of the initial exploration. Particularly, not only the surface EMG is with human body movement and its physiological state, also the shape and placement location of the guide electrode have a great influence on the results of the test and analysis, thus strengthening the integration of multiple information technology and integrating a wide range of information, such as ECG, pulse, body temperature, etc., to guess people's inner feelings more accurately, it will be a further study.

In this article, emotions are classified into four categories, joy, anger, sadness and pleasure. But the actual life emotions of human are extremely rich. It is far short of expectations that sum up with four categories of emotion, and thus, how to define the type of emotion and how to categorize these categories will become a research direction in the future.
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