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Abstract—Memory-based collaborative filtering (CF) is 
applied to help users to find their favorite items in 
recommender systems. Up to now, this approach has been 
proven successful in recommender systems, such as e-
commerce systems. The idea of this approach is that the 
interest of a particular user will be more consistent with 
those who share similar preference with him or her. 
Therefore, it is critical that an appropriate similarity 
measure should be selected for making recommendations. 
This paper proposes a new similarity measure named 
adjusted Euclidean distance (AED) method which unifies all 
Euclidean distances between vectors in different 
dimensional vector spaces. Our AED enjoy the advantages 
that it takes both the length of vectors and different 
dimension-numbers of vector spaces into consideration. 
Based on two datasets MovieLens and Book-Crossing, we 
conduct experiments comparing our AED with two notable 
existing methods. The experimental results demonstrate that 
our AED improves the accuracy of prediction and 
recommendation. 
 
Index Terms—collaborative filtering, recommender systems, 
adjusted Euclidean distance, similarity measure 
 

I.  INTRODUCTION 

Information on the Web has been growing sharply and 
explosively over the last decade. Facing huge amounts of 
information, it is difficult, expensive or even impossible 
for users to obtain useful parts. As a solution of 
information overload, recommender systems have been 
proven successful. Recommender systems is a kind of 
information filters which provide personalized 
recommendations. For example, recommender systems in 
B2C e-commerce field assist users to find their favorite 
books, CDs, clothes and so on. 

Recommender systems are usually classified into the 
following categories, based on how recommendations are 
made [1], [2]: (1) content-based recommendations in 
which the user will be recommended items similar to the 
ones the user preferred in the past; (2) collaborative 
recommendations in which the user will be recommended 
items that people with similar tastes and preferences like 
at present; (3) hybrid approaches which combine 
collaborative and content-based methods. As a powerful 

method with the advantage that formalizes human 
preference, collaborative filtering does not depend on the 
content of items, but purely rely on preference of a set of 
users. These preferences include two categories: (1) 
explicit preferences which can be indicated by numeric 
ratings; (2) implicit preferences which can be described 
by user behavior, such as buying a book, seeing a film, or 
clicking on a hyperlink. The information on personal 
preferences is included in explicit or implicit user ratings. 
According to [3], algorithms for collaborative filtering 
can be group into two classes: memory-based and model-
based [4], [5]. In this article, we focus on memory-based 
CF and will elaborate it Section 2. 

The current memory-based collaborative filtering still 
requires further improvements to make recommender 
systems more effective. Making recommendations relies 
on similarities among users or items, so the mechanism of 
calculating similarities is critical. Differing from 
traditional similarity measures, a new similarity measure 
based on adjusted Euclidean distance is proposed by us. 

The remainder of this paper is organized as follows. 
After we review previous work in Section 2, we present a 
more elaborate motivation and explanation of our 
approach in Section 3. In Section 4, we show 
experimental results that demonstrate the effectiveness of 
adjusted Euclidean distance (AED). Then, we end the 
paper with conclusions and perspectives. 

II.  RELATED WORK 

In this section, we review previous research work on 
memory-based collaborative filtering. After giving a brief 
review on memory-based CF methods, we review 
similarity measures about memory-based CF. 

A.  Memory-based collaborative filtering 
Memory-based CF are motivated by the phenomena 

that people usually trust the recommendations from like-
minded friends. These methods apply a collection of 
nearest neighbor to predict a user’s rating on particular 
item based on the ratings given by like-mined users. 
According to rating predictions depends on other similar 
users’ rated values on the same item or on the active 
user’s previous rated values on other similar items or on 
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combining the former two, these methods are classified 
into user-based [3], [6], [7], [8], item-based [9], [10], [11] 
and combined approaches [12], [13].  

As to user-based CF, [2] gives the formal definition, 
that is, the value of the unknown rating  for user c  
and  item s  is usually computed as an aggregate of the 
ratings of some other users (usually, the  most similar) 
for the same items :  
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where  denotes the set of N users that are the most 
similar to user c  and who have rated item s  ( can 
range from 1 to the number of all users). The most widely 
adopted and popular aggregation functions are [2]: 
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where the normalizing factor is usually given as 
,and |)',(|/1 ˆ' ccsimk Cc∑ ∈
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where  ( is the set of all items). 
The most common aggregation approach is shown as Eq. 
(3) which supposes every user take the same rating scale. 
Wheras, Eq. (4) considers the fact that different users 
may take the different rating scales. 
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As regards item-based CF, the method predicts rating 
on item  for user  relying on the ratings given by user 

 on the items which are similar to item . The value of 
the unknown rating  for user c  and item  is usually 
predicted as an aggregate of the ratings of some other 
items (usually, the 
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where  denotes the set of Ŝ M items that are the most 
similar to item s  and who have been rated by user c  
( M can range from 1 to the number of all items). Some 
examples of aggregation functions are given as: 
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where k, which serves as the normalizing factor, is 
usually given as . |)',(|/1 ˆ' sssimk Ss∑ ∈

=
When it comes to combined memory-based CF, [13] 

reformulates the memory-based collaborative filtering 
problem in a generative probabilistic framework, treating 
individual user-item ratings as predictors of missing 

ratings, and [12] proposes a solution which gives the final 
prediction by linear weight sum of user-based CF 
prediction and item-based CF prediction. 

Because of the same form of principle between user-
based and item-based CF, we only discuss user-based CF 
in this literature. 

B.  Similarity measures 
Kinds of approaches have been taken to compute the 

similarity which includes user similarity  
between two users and item similarity  
between two items. In general, user similarity is based on 
their ratings of items that both users have rated and item 
similarity is based on the ratings of the two items from 
the users who rated both the two items. Cosine-based and 
Correlation are the most two popular approaches to 
compute similarity. We present the two approaches as 
follows with user similarity for example and readers 
could infer item similarity because of the same form of 
principle between user-based and item-based CF. Let 

 be the set of all items co-rated by both users u and 

, i.e., 
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 ( is the 
set of all items). In the cosine-based approach [3], [11], 
the two users u and are treated as two vectors in m-
dimensional space, where 

S

uvSm = . Thus, the similarity 
between two vectors can be measured by computing the 
cosine of the angle between them: 
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In the correlation-based approach, the Pearson correlation 
coefficient is adopted to measure the similarity [14], [15]: 

∑∑

∑

∈∈

∈

−−

−−
=

uv

v

uv

u

uv

vu

Ss
sv

Ss
su

Ss
svsu

rrrr

rrrr
vusim

2
,

2
,

,,

)()(

))((
),( . (9) 

In additional to these approaches, some researchers 
have proposed several novel similarity measure 
approaches such as the mean squared difference [15], 
adjusted item similarity [11], the PIP (Proximity-Impact-
Popularity) measure [16], user-class similarity [17], 
random walk counting [18], UNION similarity [19] and 
RIPs(rated-item pools) user similarity [20]. Different 
approaches have different strengths and purposes for 
different situations (e.g., cold-starting problem, sparse 
rating, implicit ratings, and so on). Despite of all these 
similarity measure approaches, it still requires that we 
develop a new similarity measure approach to give 
memory-based CF further improvements and make 
recommender systems more effective. 

III.  THE ADJUSTED EUCLIDEAN DISTANCE SIMILARITY 
MEASURE 

994 JOURNAL OF SOFTWARE, VOL. 6, NO. 6, JUNE 2011

© 2011 ACADEMY PUBLISHER



A.  Motivation 
We analyze the shortcomings of the cosine-based and 

the correlation-based similarity measure approaches 
shown as Eqs. (8), (9). All the two approaches take into 
consideration the direction of vectors, but not take into 
account the length of them. A fragment of a rating matrix, 
which includes ratings range from 1 to 5, is showed in 
Table 1.  

Table 1．A fragment of a rating matrix for a recommender system 

 Item1 Itme2 Item3 Item4 Item5 
User1 1 1 1 1 1 
User2 2 2 2 2 2 
User3 5 5 5 5 5 
User4 1 2 4 3 3 
User5 1 2 3 4 5 
User6 2 2 3 4 ∅  
User7 3 ∅  ∅  ∅  ∅  

 
Quantitative analysis as follows: whether we use Eq. (8) 

or Eq. (9), we can discover two groups of arithmetic 
expression   

Group 1 
sim(user2, user1) = sim(user2, user3) ,  
sim(user4, user1) = sim(user4, user3) ,  
sim(user5, user1) = sim(user5, user3) .  
Group 2 
sim(user6, user5) < sim(user6, user7). 
According to Group 1, we can infer that preferences of 

user1 and user3 are very similar. Actually, the rating 
vectors of user1 and user3, which are ( )  and 

 respectively, show that their preferences are 
opposite because 1 is the lowest rating in the 
recommender system and 5 is the highest. In the light of 
Group 2, we infer that user7 has more similar preference 
with user6 than user5. In accordance with Table 1, it is 
evident that user5 is more similar with user 6 than user7. 
Hence, Calculation results and facts are contradictory. 
The contradiction is caused by ignoring the length of 
vectors when computing similarities and by neglecting 
different number of dimensions in different vector spaces 
when comparing similarities. It is overlooking vector 
length that results in the contradiction stems form Group 
1. It is overlooking dimension number difference in 
different dimensional vector spaces that causes the 
contradiction results from Group 2. In order to overcome 
these shortcomings, we create adjusted Euclidean 
distance (AED) similarity measure. 

1,1,1,1,1
( 5,5,5,5,5 )

B.  Rationale 
Our AED similarity measure is based on normalizing 

distance between two vectors in multidimensional vector 
space. Euclidean (EU) distance can be used to estimate 
similarity as well, but AED is different from EU 
approach. In a recommender system, because different 
pairs of users co-rate different number of items, 
Euclidean distances among users usually compute in 
different dimensional spaces. Consequently, it makes 
little sense to put them together to measure similarity. For 
example, if user a  and user b  both rated the same 36 

items, user  and user  both rated the same 183 items, 
there is no sense to mention the Euclidean distances 

 and  in the same breath 
because  is computed in 36-dimensional 
space,  in 183-dimensional space. Let 

denote the Euclidean distance between an 
arbitrary pair of vectors in an arbitrary dimensional 
vector space, Eudist denote the maximal Euclidean 
distance in the same space. We propose the ratio of 

 and  as a uniform method to unify 
Euclidean distances in different dimensional vector 
spaces. Then, the similarity between two vectors can be 
defined as1
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We suppose that V  and  are the lowest and 
highest rating value for a particular recommender system,  
and each user in the recommender system takes the same 
rating scale form V  to . Let m-dimensional 

vector 

min

min

maxV

maxV
u , v  be the rating vector of user u and user v  

respectively; Let dist )v,(u  be the Euclidean distance 

between u and v ; Let  be the maximal 
Euclidean distance in the m-dimensional vector space that 
each dimension ranges from  to . We propose 
the formula of AED as follow: 
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where  denotes the set of all items co-rated by both 
users and , i.e., v
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. In Eq. (10), sim , which represents 
the two users have completely opposite preference when 
it equal to 0 and the same preference when it equal to 1. 
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where C  denotes the set of N users that are the most 

similar to user c ,  denotes the subset of C  whose 

arbitrary member c satisfies

ˆ

0)',( =ccdist

|)',( ccsim
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Euclidean distance between arbitrary member and user 
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is computed by Eq. (10), and is the number of co-

rated items for user c and , . 

When , similarity measure as Eq. (10) 
loses the advantage of considering different dimension 
numbers of different dimensional spaces. In other words, 
similarity measure as Eq. (10) doesn’t work for making 
prediction when , so we propose a solution 
shown as the second section of Eq. (11) instead. 

'cm
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IV.  EXPERIMENTS AND EVALUATION 

A.  Datasets 
The experiments are conducted based on the 

MovieLens1  and Book-Crossing2  [21]. The MovieLens 
(ML) data contains 100,000 ratings (1 to 5) of 1682 films 
from 943 users, where each user has rated at least 20 
items. The Book-Crossing contains 1,149,780 ratings 
(433,681 explicit ratings on a scale form 1-10 and 
716,109 implicit ratings expressed by 0) about 271,379 
books from 278,858 users. We use a subset of Book-
Crossing, BX1, which have 94,886 ratings. We select 
BX1 by the constraint that BX1 has ratings on books 
which have (explicitly or implicitly) rated by at least 20 
users and from users who have (explicitly or implicitly) 
rated at least 200 books. Brief description of these 
datasets is showed in Table 2. 

Table 2．Brief description of the ML and BX1 datasets 

Description ML BX1 
Ratings number 100,000 94,866 
Matrix size 943× 1682 644× 4793 
Sparsity level (%) 93.69 96.93 

Sparsity level = 100  (total entries – total no. of ratings ) / (total entries) ×

B.  Experimental setup and metrics 
To show experimental effect of similarity measures, 

we take user-based CF for example because of the same 
form of principle between user-based and item-based CF. 
We conduct the experiments by adopting cosine-based 
(COS) CF, Pearson correlation coefficient-based (PCC) 
CF and AED CF. For each dataset in Table 2, we carry 
out a group of experiments in following ways. In each 
group of experiments, we use 5-fold cross validation and 
separate the dataset into training set (80% of the original 
ratings) and test set (the remaining 20% of the ratings) in 
each fold data. For ML dataset, we do experiments based 
on the training sets and test sets published on the 
homepage of ML; and for BX1, we perform experiments 
based on the training sets and test sets separated by us 
through a random method. Each fold experiment is run to 
predict ratings or make recommendation in the test set 
based on the ratings in the corresponding training set. 
Performance on each fold is evaluated by comparing 
prediction with true ratings. The final performance is the 

                                                           
1 http://www.grouplens.org 
2 http://www.informatik.uni-freiburg.de/~cziegler/BX/ 

average of performance in all 5 folds. In our experiments, 
all test performances are generated in this manner. In 
order to compute similarity, the number threshold of co-
rated items between two users is set to 10 or 203 in all 
experiments.  

In CF research, researchers are typically interested in 
two types of accuracy, the accuracy for prediction and the 
accuracy for recommendation. The first one measures the 
performance when predicting the unknown ratings on 
items for active user. The second one focuses on finding 
an accurate sequence of a set of unrated items, in order 
that it can recommend the top ranked items to the active 
user. The two scenarios require different experimental 
metrics and setups, which will be described as follows. 

1. Accuracy of Predicting Ratings. To evaluate the 
accuracy when predicting unrated item for the active user, 
we use Mean Absolute Error (MAE). MAE is defined as  

N
rr

MAE iuiu∑ −
=

|ˆ| ,,  ,  (12) 

where  is the ground truth,  denotes the predicted 

ratings on items by user u , and  is the total number of 
ratings in the test set. 

iur , iur ,ˆ
N

2. Accuracy of Recommendations. To evaluate the 
accuracy of recommendations, we use Mean Average 
Precision (MAP), which is defined as Average of the 
Average Precision (AP) value for a set of queries (a query 
could be considered as a user’s asking for recommending 
items in recommender systems). AP emphasizes ranking 
relevant items higher. It is the average of precisions 
computed at the point of each of the relevant items in the 
ranked sequence. MAP and AP are classic evaluation 
metrics in information retrieval systems ， here we 
introduce them into recommender systems. According to 
[22], we define AP of top-k recommendation system as: 

itemsrelevantofnumber
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k

r
∑
=

×
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where r is the rank, k is the number recommended, 
is a binary function on the relevance of a given 

rank 
)(rrel

r ,  and  is precision at a given cut-off rank: )(rP

r
itemsdrecommenderelevantrP |}{|)( = . (14) 

So, we define MAP of recommendation system as: 

usersdrecommendeofnumber
uAP

MAP ∑=
)(

, (15) 

where AP(u) denotes AP of query form user u. For ML 
data, we assume that users are interested in those movies 
which they had rated 4 or 5. For BX1, we assume that 
users are interested in those books that they had been 
given a rating of 6-10. 

                                                           
3 We also perform experiments setting number threshold of co-rated 

items to other value, e.g. 5, 30, 40, the results also achieve better 
performance as the value is 10 or 20. 
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To calculate MAP, we use the following setup. For 
each active user from the test set (users who rated less 
than 30 or have no interesting items are ignored), we hide 
ratings of the user’s in the test set. Then, the CF system 
predicts the ratings for these hidden-rating items. We 
recommend either the top 5 or the top 10 ranked items of 
these hidden-rating items to the user and then evaluate 
AP. MAP is the average of AP of all evaluated users. 

C.  Experimental results of MAE 
Figs. 1, 2 show the performances of all evaluated CF 

methods in term of accuracy of prediction which is 
measured by MAE. Tables 3 and 4 describe these 
performances in detail. It can be seen that AED achieves 
MAE that is about 4.3-34.2 percent lower than those of 
the competing methods. Moreover, as shown in these 
Figs and Tables, AED enjoys stable performance 
improvement. 

For one thing, taking account of different datasets, 
AED makes 4.3-10.8 percent fewer MAE than the 
competing methods for ML and 18.1-34.2 percent fewer 
for BX1, which is showed in Table 3 and 4 respectively. 
The results suggest that AED is particularly suitable for 
making predictions: AED achieves a particularly high 
improvement of accuracy measured by MAE. In 
accordance with Tables 3 and 4, AED gains MAE 
performance improvement on BX1 is 10.3-27.6 percent 
better than on ML. 

For another, consider different number thresholds of 
co-rated items. Comparing COS curve with PPC curve in 
Figs.1 and 2, the below curve are selected to serve as the 
optimal curve of the competing methods, which we name 
competing-optimal-curve. Competing-optimal-curve is 
COS curve in Fig. 1 (a), COS curve in Fig. 2 (b), the 
curve which is composed of COS curve when 
neighborhood size is smaller than the point of intersection 
(of COS curve and PPC curve) and PPC curve when 
bigger than the point in Fig. 2 (a), PPC curve in Fig. 2 (b). 
On basis of the definition of competing-optimal-curve, 
we can see two points as follows. First, it is shown in Fig. 
1 and Table 3 that the MAE reduction, which compares 
AED curve with competing-optimal-curve, is bigger 
when number threshold of co-rated items is 10 than 20 
for ML except when neighborhood size is 5, 10 and 20. 
Second, according to Fig. 2 and Table 4, MAE reduction 
of AED curve VS competing-optimal-curve is bigger 
when number threshold of co-rated items is 10 than 20 
except when neighborhood size is 5 and 10. 
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Figure 1.  MAE comparison between COS, PPC and Proposed AED 
for ML: (a) when co-rated items number threshold is 10;  (b) when co-
rated items number threshold is 20. 
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Figure 2.  MAE comparison between COS, PPC and 
Proposed AED for BX1: (a) when co-rated items number threshold is 10;  
(b) when co-rated items number threshold is 20. 

Table 3．Comparison of Accuracy of Predictions Measured by MAE, 
of Different CF, for ML 

co-rated N
gthreshold n
o. of 
hbors COS PCC AED Improvement Improvement 

over PPC ei  over COS 
5 0.8833 0.9416  0.8451  0.0382(+4.3%) 0.0965(+10.3%)
10 0.8680 0.9147  0.8251  0.0429(+4.9%) 0.0896(+9.8%) 
20 0.8512 0.8847 0.8010  0.0502(+5.9%) 0.0837(+9.5%) 
30 0.8377 0.8651  0.7841  0.10 0536(+6.4%) 0.0810(+9.4%) 
40 0.8287 0.8528  0.7751  0.0536(+6.5%) 0.0777(+9.1%) 
50 0.8214 0.8382 0.7693 0.0521(+6.4%) 0.0689(+8.2%) 
5 0.8646 0.9104 0.8118 0.0528(+6.1%) 0.0986(+10.8%)
10 0.8474 0.8810 0.7910 0.0564(+6.7%) 0.0900(+10.2%)
20 0.8260 +6.7%) 0.0767(+9.1%) 0.8470 0.7703 0.0557(
30 0.8136 0.8307  0.7618 0.0518(+6.4%) 0.0689(+8.3%) 
40 0.8062 0.8202 0.7550 0.0512(+6.4%) 0.0652(+7.9%) 

20 

50 0.8022 0.8159 0.7525 0.0497(+6.2%) 0.0634(+7.8%) 

co-rated threshold otes th  t  w d, i
similarities among s are computed w ec h ted
whose number no less than the d 

Table 4．Co ariso cc f ti d 
iff F

co-rated 
threshold

No. of 
neighbors

den e number hreshold of items for t o users both rate .e., 
 user ith the pr ondition t at they have co-ra  items 

 co-rate threshold. 

mp n of A uracy o  Predic ons Measure by MAE, 
of D erent C , for BX1 

COS PCC AED Improvement 
 over COS 

Improvement 
over PPC 

5 2.6650 2.9910 2.1788  0.4862(+18.2%) 0.8122(+27.2%)
10 2.7142 2.8928 2.1471  0.5671(+20.9%) 0.7457(+25.8%)
20 2.7460 2.7337 2.0952 0.6508(+23.7%) 0.6385(+23.4%)10 30 2.7517 2.6393 2.0672  0.6845(+24.9%) 0.5721(+21.7%)
40 2.7651 2.5792 2.0565  0.7086(+25.6%) 0.5227(+20.3%)
50 2.7709 2.5263 2.0557 0.7152(+25.8%) 0.4706(+18.6%)
5 3.0042 2.7161 1.9905 1.0137(+33.7%) 0.7256(+26.7%)
10 2.9150 2.5405 1.9180 0.9970(+34.2%) 0.6225(+24.5%)
20 2.8226 2.3977 1.8830 3%) 0.5147(+21.5%)0.9396(+33.
30 2.7541 2.2953 1.8432 0.9109(+33.1%) 0.4521(+19.7%)
40 2.7328 2.2699 1.8513 0 0. )8815(+32.3% . )4186(+18.4%

20 

50 2.7002 2.2755 1.8645 0.8357(+30.9%) 0.4110(+18.1%)

co-rated threshol otes the number threshold of  t d, 
similarities among rs are computed re  t ate
whose number no less than t ed d. 

D.  Experi ntal lt A
gs. 3, sho m s lu

methods in rm  o n
is measure by . s d e 

oes 
Still, a significant gain in 

MAP performance could be achieved. MAP values of 
65 percent better than 

th

d den  items for wo users both rate i.e., 
 use with the p condition hat they have co-r d items 

he co-rat  threshol

me  resu s of M P 
Fi  4 w the perfor ance  of all eva ated CF 

 te  of accuracy of rec mmendatio s which 
d MAP Table  5 an  6 describ them in 

detail. The big advantage of AED in terms of MAE d
not fully carry over to MAP. 

AED are typically about 2 to 1
ose of the competing methods when the neighborhood 

size is big enough.  
First of all, let’s see effect on different datasets. For 

ML, whether top-5 or top-10 recommendation, MAP of 
AED is 0.2 to 12.1 percent higher than the competing 
methods except the point at which neighborhood size is 
10 or 20, which is shown in Fig. 3 and Table 5. For BX1, 
AED achieves a significant performance level of 12 to 
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219.3 percent better than the competing methods in top-5 
or top-10 recommen

Table 6．Comparison of Accuracy of Recomm s Mea  
f nt  B

 No. of 
neighbors

ment 
S 

ment 
PC 

dation when the neighborhood size is 
bi

the computing methods when 
ne

gger than 10, which is shown in Fig. 4 and Table 6. In 
accordance with Tables 5 and 6, AED achieves MAP 
performance improvement on BX1 is typically 7.1-66.9 
percent better than on ML. According to Figs. 3, 4, AED 
gains MAP performance improvement on BX1 is more 
stable than on ML. 

Next, let’s notice the impact of neighborhood size on 
performance. In accordance with Fig. 3, AED achieves 
the best MAP performance in all the three methods 
except when neighborhood size is 10 or 20. In the light of 
Fig. 4, AED outperforms the other two methods except 
for neighborhood size 5 or 10, with 12-219 percent better 
MAP performance. In a word, AED gains better MAP 
performance than 

ighborhood size is big enough.  
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Figure 3.  MAP comparison between COS, PPC and Proposed AED for 
ML: (a) Top-5; (b) Top-10. 
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Figure 4.  MAP comparison between COS, PPC and Proposed AED for 
BX1: (a) Top-5; (b) Top-10. 

Table 5．Comparison of Accuracy of Recommendations Measured by 
MAP, of Different CF, for ML 

 No. of 
neighbors COS PCC AED Improvement 

over COS 
Improvement 

over PPC 
5 0.00568 0.00558 0.00606 0.00038 

(+6.7%) 
0.00048 
(+ 8.7%) 

10 0.00521 0.00522 0.00511 -0.0001 
(-2.0%) 

-0.00011 
(-2.1%) 

20 0.00424 0.00474 0.00444 0.0005 
(+4.9%) 

-0.0003 
(-6.3%) 

30 0.00437 0.00431 0.00454 0.00017 
(+3.9%) 

0.00023 
(+ 5.4%) 

40 0.00455 0.00447 0.00460 0.00005 
(+ 0.9%) 

0.00013 
(+ 2.9%) 

TOP5 

50 0.00462 0.00448 0.00502 0.0004 0.00054 
(+ 8.7%) (+12.1%) 

5 0.00727 0.00736 0.00768 0.00041 0.00032 
(+5.6%) (+4.4%) 

10 0.00676 0.00683 0.00653 -0.00023 -0.0003 
(-3.5%) (-4.5%) 

20 0.00586 0.00637 0.00601 0.00015 
(+2.7%) 

-0.00036 
(-5.6%) 

30 0.00588 0.00605 0.00608 0.0002 
(+3.4%) 

0.00003 
(+0.6%) 

40 15 0.00001 0.00605 0.00619 0.00620 0.000
(+2.6%) (+0.2%) 

TOP10 

0  0.00611 0  
( (+

50 .00623 .00650 0.00027 
+4.3%) 

0.00039 
6.3%) 

endation sured by
MAP, o  Differe  CF, for X1 

COS PCC AED Improve
over CO

Improve
over P

5 0.07183 0.07145 0.06840 -0.00343 
(-4.8%) 

-0.00305 
(-4.3%) 

10 0.06896 0.06828 0.07018 0.00122 
(+1.8%) 

0.0019 
(+2.8%) 

20 0.05525 0.05441 0.06191 0.00666 
(+12.0%) 

0.0075 
(+13.8%) 

30 0.03983 0.04052 0.04598 0.00615 
(+15.4%) 

0.00546 
(+13.5%) 

40 0.03306 0.03266 0.03829 0.00523 
(+15.8%) 

0.00563 
(+17.2%) 

TOP5 

50 0.02686 0.02586 0.03127 0.00441 
(+16.4%) 

0.00541 
(+20.9%) 

5 0.00087 0.00104 0.00099 0.00012 
(+15.8%) 

-0.00005 
(-4.5%) 

10 0.00104 0.00088 0.00072 -0.00032 
(-31.1%) 

-0.00016 
(-19.1%) 

20 0.00043 0.00040 0.00106 0.00063 
(+146.5%)  

0.00066 
(+164.4%)

30 0.00025 0.00032 0.00080 0.00055 0.00048 
(+219.3%) (+147.9%) 

40 0.00021 0.00039 0.00069 0.00048 
(+207.

0.0003 

TOP10

0.00021 0.00032 0.00049 
8%) (+67.1%) 

50 0.00028 
(+133.6%) 

0.00017 
(+51.3%) 

E.  Discussion 
AED a ieve c  t s  to C d 

PPC whi are d  lar m s 
em -ba l iv r n on , 

AED achi s a  bet M
other two methods i  all the expe e each  
selected.  th r A s th r 
two methods in  o  n rhoo s 
big enough. Her e ar ter  i ocus e 
following ree o vatio n xp

First, g  M e ce with th
o o-ra e m r 10 t  

orh g eno ason
egree of scatteration in di ime  

vector spaces s e a s  
threshold decreases. The smaller the co-rated items 

ld, the more dimensional vector spaces for 
th

 when 
ne

ch s an a curacy hat is uperior OS an
ch  consi ered as the most popu ethod

for m ory sed co laborat e filte ing. O e hand
eve  high

n
ter AE pe

rim
rformance than the 
nts for  dataset

 On e othe hand, ED outperform e othe
 terms f MAP when eighbo d size i

e, w
bser

e in
ns i

ested
 our e

n and f  on th
 th eriments. 

AED ains a better AE p rforman
 

e 
0setting f c ted it ms nu ber th eshold han 2

when neighb
is that the d

ood size is bi ugh. The re  of this 
fferent d nsional

increa es wh n co-r ted item number

number thresho
e user vectors are scattered into and so the higher 

degree of scatteration in different dimensional vector 
spaces. Because AED considers different number of 
dimensions in different dimensional vector spaces when 
measuring similarities and the other two methods ignore 
this, the higher degree of scatteration in different 
dimensional vector spaces, the better performance AED 
reaches.  

Second, AED outperforms COS and PPC
ighborhood size is big enough. This is because that the 

bigger the neighborhood size is, the more neighbors can 
depend on when predicting unknown ratings, and that 
leads to the bigger probability that neighbor vectors 
scatter into more vector spaces with different dimensions.. 
In other words, prediction relies on more scattered 
neighbor vectors from different dimensional vector 
spaces. With the increase of scatteration degree in 
different dimensional neighbor vector spaces, there is 
superiority for AED relative to the other two methods in 
prediction because that AED takes different number of 
dimensions into consideration when scaling similarities 
and the other two methods neglect. Therefore, if the 
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neighborhood size is big enough, a large better 
performance gain will be always achieved for AED. 

erent 
di

nd correlation-based approach
shows that AED peting methods
both in terms of accuracy for prediction a

alabanovic and Y. Shoham, “Fab: content-based, 
collaborative recommendation,” Comm. ACM, vol. 40, 
March 1997, pp. 66-72. 

[2] Adomavicius “Toward the next 
generation of  recommender s urvey of the state-

 based on multi-scale 
continuous conditional random fields,” Proc. the 18th 
ACM Conference ion and Knowledge 

ithmic framework for performing collaborative 

Third, performance improvement on BX1 is better than 
on ML, whether measured by MAE or MAP. We infer 
that this is caused by that BX1 has a higher sparsity level 
than ML (shown as Table 2).  With the growth of sparsity 
level, there is a bigger probability that user vectors scatter 
into more vector spaces with different dimensions. 
Actually, it is certain that the sparsity difference between 
BX1 and ML leads to difference of scatteration in 
different dimensional spaces between them, because of 
two points as follows: (1) BX1 has 4793 items that is 
more than ML who has 1682 items; (2) dimension bound 
for user vectors of BX1 is larger than ML, since 
dimension of user vectors for BX1 ranges from 1 to 2694 
(40 user vectors of the total 644 vectors has dimension 
less than 20), and for ML ranges from 20 to 737. As AED 
enjoys the advantage of taking into account diff

mensions factor that aims at the scatteration of different 
dimensional spaces to measure similarity, it has 
superiority relative to the other two methods when the 
experimental dataset is sparse. 

In a word, AED enjoys two advantages: (1) taking into 
consideration the length of vectors to scale similarity; (2) 
taking into account different number of dimensions for 
different dimensional vector spaces to measure similarity. 
The two advantages not only consider the distribution in 
the same vector space, but also consider the distribution 
in the different vector spaces. Consequently, AED is a 
comprehensive solution. 

V.  CONCLUSIONS 

In this paper, we propose the adjusted Euclidean distance 
(AED) similarity measure for memory-based 
collaborative filtering. AED is based on Euclidean 
distance between two vectors in multidimensional vector 
space, but overcomes shortcoming of Euclidean distance 
method. When it comes to similarity measure, whether by 
Euclidean distance, by cosine of the angle or by Pearson 
correlation coefficient approach, the length of vectors or 
different number of dimensions of vector spaces are 
ignored, but these are all considered by AED. With AED, 
it is meaningful and effective for comparing similarities 
of different dimensional vector spaces. An experimental 
comparison with other similarity measure methods 
(cosine-based approach a ) 

 

fil

outperforms the com
nd 

recommendation. 
We believe that AED approach will contribute to 

further improvements of recommender systems: (1) AED 
approach will be a promising solution to one of CF 
methods’ limitation known as sparsity problem; (2) AED 
approach will be a promising basis for hybrid systems. 
On one hand, in recent years, with the rapid growth of 
magnitudes of users and items in e-commence field, 
extreme sparsity of users’ rating data appears, resulted in 
poor performance of traditional CF and decreased quality 
for making recommendations. On the other hand, A 
popular research direction is the combination of CF 

methods with content-based filtering into hybrid systems 
[23], [24]. So, in the future, we plan to study on solving 
sparsity problem with the consideration of AED and 
hybrid systems combine AED CF with content-based 
filtering. 
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